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## Preface

Throughout the period of preparing this monograph I have had the pleasure of collaborating with Katarina Juselius, who introduced me to the topic of cointegration by asking me to give some lectures on the basic paper by Clive Granger (1983). Since then we have worked on developing the theory in close contact with the applications, and the results we have obtained have been driven by the need to understand the variation of economic data. Thus the theory has been forced upon us by the applications, and the theory has suggested new questions that could be asked in practice. I feel fortunate in having had the opportunity for this type of collaboration, and would like to use this opportunity to thank Katarina for being so inspiring.

The monograph is on the mathematical statistical analysis of models that have turned out to be helpful in the analysis of economic data. I have used two economic examples that have been analysed in the literature, so that the statistical concepts can be illustrated by some economic concepts, but the main emphasis is on the statistical analysis. If the reader is more interested in the applications of the techniques, I must refer to the many publications on the modelling of economic data using cointegration that have been published.

It is my hope that there is still room for a thorough exposition of the details of this theory even if the method has already found its way into textbooks in econometrics, see for instance Reinsel (1991), Banerjee et al. (1993), Hamilton (1994), and Lütkepohl (1991). There are a number of collections of papers that deal almost exclusively with cointegration, see Engle and Granger (1991), and special issues of Oxford Bulletin of Economics and Statistics (1990, 1992) and Journal of Policy Modelling (1993).

The monograph does not cover all aspects of cointegration but it is my hope that by studying some topics in detail one can understand the further developments. Thus I have left out the important work by Phillips (1991), Park (1992), Stock $(1987)$ Stock and Watson $(1988,1993)$ to mention a few. These papers deal with cointegration from a different perspective which one can summarize as cointegrating regressions, that is, they study how the usual regression estimator can be improved in view of the underlying stochastic model. Phillips (1991) also gives a statistical theory for a semi-parametric model for cointegration, but the approach taken here is entirely parametric.

In 1989 we were invited by Domenico Sartore to present the theory and application of cointegration at a summer school in Bagni di Lucca organized by Centro Interuniversitario di Econometria.

I would like to thank Domenico Sartore for inviting us, thereby creating the need for the preparation of lecture notes, Johansen (1989). Since then the theory has expanded and the notes have been used for teaching in Copenhagen at an advanced course in mathematical statistics in the Institute of Mathematical Statistics, as well as an advanced course on econometrics at the Economics Institute. We usually managed to go through Part I, that is, Chapters $1-9$ in a course of two to four lectures plus two hours of exercises per week for fifteen weeks. The rest of the material, that is, the asymptotic theory would require a similar amount of time. A good background in statistics is recommended, although strictly speaking what is being used in the first part of the monograph is only the idea of analysing the likelihood function and a few mathematical techniques, which are explained in some detail. The second part requires some familiarity with probability theory and the theory of weak convergence. The program CATS in RATS was developed by Henrik Hansen in collaboration with Katarina Juselius and myself at the same time as the book was in preparation and the program is a great help in analysing economic data. The calculations in this book are performed using this package.

Many have helped me with the notes at various stages. They were originally written in T3 and later translated into Scientific Word, and I would like to thank Vivi Arp for helping me with this task, and Jurgen Doornik for an excellent file T3TEXTEX, which saves a lot of work in the translation.

I would also like to thank my many students for reading the various versions of the notes and listening and commenting carefully.

In particular I would like to thank Henrik Hansen, Bent Nielsen, Lene Pedersen, Anders Rahbek, Peter Reinhard Hansen, and Dennis Nilsson. Bent Nielsen performed the simulations, Henrik Hansen helped with the layout of the tables in Chapter 14, and Peter Reinhard Hansen helped me with the graphs. Dennis Nilsson read the entire manuscript very carefully and found numerous unfortunate formulations and many misprints.

Peter Boswijk and David Hendry have given me many very useful comments that have led to improvements in the presentation.

During the period of time in which the notes have been prepared I have enjoyed continual support from the Danish Social Science Research Foundation, which has made it possible for me to travel and discuss the ideas with many econometricians.

## Preface to Second Printing

Many misprints have been found and I would like to thank Peter Boswijk, Peter Reinhard Hansen, Katarina Juselius, Hans Christian Kongsted, Paolo Paruolo, Anders Rahbek and my students in Copenhagen for carefully reading the book and communicating the misprints and some improvements to the formulations.
S. J.

Copenbagen
June 1996

Models are, for the most part, caricatures of reality, but if they are good, then, like good caricatures, they portray, though perhaps in a distorted manner, some of the features of the real world. The main role of models is not so much to explain and to predict- though ultimately these are the main functions of science- as to polarize thinking and to pose sharp questions.
Mark Kac, Some mathematical models in science.
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## Part I The Statistical Analysis of Cointegration
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## 1 Introduction

THIS monograph is concerned with the statistical analysis of multivariate systems of a special class of non-stationary time series using the concepts of cointegration and common trends in the framework of the autoregressive model with Gaussian errors. The methodology is to formulate economic hypotheses as parametric restrictions on the Gaussian vector autoregressive model and analyse these submodels using the likelihood function.
A statistical model is a parametrized family of probability measures. The main emphasis will be put on the analysis of the statistical model. The reason for this is that by carefully constructing a statistical model where the economic concepts can be defined precisely, and the hypotheses of interest can be tested, one would hope that the analysis of the model would lead to relevant methods that have better properties than methods that are suggested on more intuitive grounds. Although some authors emphasize models and others emphasize methods, the two concepts complement one another, in the sense that a prime goal of the analysis of a model is to produce a method, and the properties of a method can only be discussed with some sort of model in the background.

Once the method has been derived by an analysis of a statistical model one can of course use it under all sorts of different circumstances, provided one can prove that it has reasonable properties under these other circumstances, that is, under some other probability model. Thus one can think of the statistical model as a method-generating tool, but my conviction is that it is much more than that, and I hope to demonstrate this claim in the following.

From my experience with economic data I find that formulating the interrelations between economic variables as a system is a useful activity. Certainly the ideal is to have a serious economic theory for the variables actually observed. Since opinions on what a serious economic theory is seem to diverge, it would be good to have some way of checking which of two rival economic theories is better. Statistics offers such a possibility using the ideas of hypothesis testing, and in econometrics this is developed as the concept of encompassing, see Mizon and Richard (1986). Unfortunately all tests rest on precise assumptions on the underlying statistical model and it is therefore important to have methods that can check if such assumptions are satisfied.

Thus the methodology is to build a statistical model that describes the fluctuations of the data, and express the economic theory in terms of the parameters of the statistical model as hypotheses on these parameters or submodels. Once this has been done an analysis of the models will reveal how the interesting economic parameters can be estimated, and how the hypotheses of economic interest can be tested.

### 1.1 The Vector Autoregressive Model

The basic model considered here is a vector autoregressive model (VAR) possibly including constant and linear terms or seasonal dummies, and with independent Gaussian errors. We formulate the hypothesis of reduced rank, or the hypothesis of the existence of cointegration vectors, in a simple parametric form which allows the application of the method of maximum likelihood and likelihood ratio tests. In this way we can derive estimators and test statistics for the hypothesis of a given number of cointegration vectors, as well as estimators and tests for a number of hypotheses about the cointegration vectors and their adjustment coefficients.

The VAR model formulation has been applied in econometrics in the last decade, and many of the estimation problems in the unrestricted VAR have been solved by Sims et al. (1990). The reduced rank regression technique, which originally was proposed by an analysis of the likelihood function for regression analysis by Anderson (1951) was applied by Velu and Reinsel (1987) for stationary processes, and by Johansen (1988b) for non-stationary processes. The corresponding asymptotic theory was given in Johansen (1988b) and was also developed by Ahn and Reinsel (1990) and Reinsel and Ahn (1992), and the results are generalized by Phillips (1991).

In my opinion the flexibility of the autoregressive formulation allows not only the statistical description of a large number of real data sets, but it also allows the embedding of interesting economic hypotheses in a general statistical framework, in which one can define the concepts of interest and actually prove results about them. In particular we can define the notions of integration, cointegration and common trends, see Chapter 3.

Such models do not represent the truth about economic phenomena, but should be considered a useful tool in describing the statistical variation of the data, such that insight can be gained on the interrelations between economic variables.

Our experience with analysing macro economic data is that the models quite often provide an adequate fit of the data, especially after we have been thinking hard about which variables we should include in the analysis. It is an empirical finding that we have usually been able to do so with two lags for seasonally unadjusted data.

### 1.2 Building Statistical Models

First of all it must be emphasized that the purpose of constructing a statistical model is not to replace serious economic models with arbitrary statistical descriptions, but rather to provide a framework in which one can compare the economic theories with reality, as measured by the data series. It seems that a proper statistical treatment of systems of economic variables should include the formulation of a statistical model where one can

- describe the stochastic variation of the data, such that inferences concerning the various economic questions are valid;
- define the economic concepts in terms of the statistical concepts, like long-run relations which become cointegrating relations;
- formulate the interesting economic theories and questions in terms of the parameters of the model;
- derive estimators and test statistics as well as their (asymptotic) distribution such that useful inferences can be drawn.

If we have such a statistical model describing a relevant set of economic variables, the first task is to check for model specification, to make sure that the first point is satisfied, or at least not completely false. If it turns out that the model is a valid description from a statistical point of view, one can proceed to test that the formulated economic theory is consistent with the data. The reason that this point is important is that often the economic theory is developed for rather abstract concepts, whereas when it comes to the observations, one has to put up with actual data series that are not observations of the abstract concepts, but carefully selected proxies. Thus although one's economic theory may be fine, the data chosen may not illustrate this. Hence a careful statistical analysis helps to support the economic conclusions.

In the case of cointegration and common trends there are a number of questions that need a statistical formulation and treatment. First of all, the number of the cointegrating relations or common trends has to be determined and compared with the number prescribed by the theory. Next, economic hypotheses about the cointegrating relations or common trends have to be formulated and tested, and here the interpretation of the concepts becomes very important.
An economic theory is often formulated as a set of behavioural relations or structural equations between the levels of the variables, possibly allowing for lags as well. If the variables are $I(1)$, that is, non-stationary with stationary differences, it is convenient to reformulate them in terms of levels and differences, such that if a structural relation is modelled by a stationary relation then we are led to considering stationary relations between levels, that is, cointegrating relations.

It is well known that structural results are difficult to extract from the reduced form equations, but the property of stationarity and non-stationarity can be deduced from the reduced form since they are basically statistical concepts, rather than economic notions, see section 5.5.

Thus the reason that cointegration is interesting is that the cointegrating relation captures the economic notion of a long-run economic relation. And the reason that a statistical theory for the estimation and testing of cointegrating relations can be constructed rests on the fact that the reduced form suffices for the determination of the basic cointegrating relations. On the other hand a mindless attempt at finding cointegrating relations without knowing what they mean is not going to be fruitful, so I believe that the econometrician has to carefully choose the variables that should enter the study, and carefully discuss the economic theory that motivates this.

The reason for this discussion of the statistical model is that one often finds the opinion expressed that the purpose of a statistical analysis is to find the estimates of the parameters that one knows are the interesting ones. What I want to point out is that the statistical model offers a much richer basis for discussion of the relation between economic theory and economic reality.

In the above discussion we have focused entirely on statistical models that describe full systems, that is, the joint stochastic behaviour of all the processes observed. In situations where one has twenty-five, or even 100, variables, this may not be feasible, since the interrelations between so many variables are extremely difficult to understand. It is customary to fix certain variables, which it is felt influence the main variables without being influenced by the variables of main concern. Thus assuming some sort of exogeneity one can construct a partial model. It is obvious that if we do not specify the stochastic properties of the exogenous variables it is impossible to make statistical inference for the parameters that we have been estimating. A compromise is to model some variables carefully and some variables less carefully, that is, one can try to develop methods for the parameters of interest that are valid under a wide range of assumptions on the exogenous variables.

A main point of view in the development of the likelihood-based theory of cointegration has been to find models that can be handled analytically.

A very general procedure for the analysis of statistical data is to formulate a family of densities $\{f(x, \theta), \theta \in \Theta\}$ for the data $X=x$, and then postulate the existence of the maximum likelihood estimator $\hat{\theta}$, which is then calculated by some general optimizing algorithm. The theory of weak convergence of probability measures gives the possibility to make asymptotic inference.

This general scheme can always be followed but it is worthwhile to pay special attention to situations where models exist, like the general linear regression model with Gaussian errors, where $\hat{\theta}$ can be proved to exist, and
conditions are known for it to be unique. The algorithms for solving linear equations are well understood, and we even have the possibility to make exact inference.

In the autoregressive model with Gaussian errors one is immediately led to ordinary regression as the maximum likelihood estimator of the unrestricted VAR and, as will be shown below, to reduced rank regression for the cointegrated VAR. We then describe a number of models by parametric restrictions and for each model analyse the likelihood function to see how the maximum likelihood estimator has to be modified in view of the imposed restrictions. The models chosen have the property that reduced rank regression, or some simple modification of it, can be used for the analysis since these models are also models where the existence and uniqueness of the maximum likelihood estimator can be checked.

One can of course impose all sorts of restrictions on the parameters, for instance different lag lengths in different equations, non-linear restrictions on the long-run parameters, identities between long-run and short-run parameters, but it is hard to obtain any exact results for such models.

The models we have chosen to discuss in this book have the property that one can discuss existence and uniqueness of maximum likelihood estimators and describe algorithms for their calculation. This is not possible for general hypotheses, but of course general optimization algorithms can be used if the model formulated is very complex. Thus the models we are discussing are relatively simple, not because all models are but because those are the models for which we have results. It is my basic conviction that in order to analyse statistical data one has to understand simple models well.

### 1.3 Illustrative Examples

As illustrative examples to serve as motivation for the analysis given here we have chosen two sets of data, which illustrate different types of economic questions. The first example is chosen with the purpose of finding a money relation expressing a relation between real money, real income, and the cost of holding money as proxied by the difference between the long and short interest rate. Since multiplicative effects are assumed we use logs of money and income. Thus the data consist of observations from 1974: 1 to 1987: 3 of log real money ( $m 2$ ), log real income $(y)$ the bank deposit rate $i^{\lambda}$ for interest-bearing deposits, and the bond rate $i^{i}$ which plays an important role in the Danish economy.
The data are analysed in detail in Johansen and Juselius (1990) and Juselius (1994).
The other example is an investigation of the purchasing power parity and uncovered interest parity between Australia and the United States. The data were supplied by Tony Hall and analysed in Johansen (1992c) and consist of quarterly observations for the period 1972: 1 to 1991: 1.

The variables measured are the consumer price index in logarithms for Australia, $p^{\mathrm{an}}$, the United States, $p^{\mathrm{us}}$, the exchange rate, exch, measured as the log of the price of US dollars in Australian dollars, and the five-year treasury bond rate in both countries $i^{\text {in }}$ and $i^{\text {iss }}$.

The reason for choosing these examples is that we can illustrate the procedures for finding cointegrating relations and formulate simple economic hypotheses in terms of the parameters.

It must be emphasized that a cointegration analysis cannot be the final aim of an econometric investigation, but it is our impression that as an intermediate step a cointegration analysis is a useful tool in the process of gaining understanding of the relation between data and theory, which should help in building a relevant econometric model.

### 1.4 An Outline of the Contents

I have chosen to split the book into two parts and two appendices.
Part I consists of the first nine chapters, and gives the basic results around Granger's theorem, the model formulation, and the derivation of estimators and test statistics. We briefly indicate the asymptotic theory for the test statistics and the estimators.

In Part II, which consists of Chapters 10 to 15, I then give the theory for the asymptotic analysis using the weak convergence of probability measures. Whereas Part I mainly assumes the Gaussian error distribution in order to work with the likelihood methods, I relax this assumption in Part II, since the asymptotic analysis is valid under more general circumstances. One can prove very general results, but I have chosen to assume independent identically distributed errors with finite second moments. Then the solution of the autoregressive model is a linear process, and the theory for such processes is quite simple. I have collected some algebraic and analytic results in Appendix A, and in Appendix B a brief introduction to weak convergence on $C[0,1]$ is given. This is by no means a crash course in weak convergence, but a gentle reminder of some of the basic concepts.

The contents of the chapters are as follows.
In Chapter 2 the statistical analysis of the unrestricted vector autoregressive model is discussed in some detail. These results are of course classical and can be found in Anderson (1971). For completeness and to establish the notation they are given here. Chapter 3 gives the definitions of integrated variables, cointegration and common trends. Examples are given and it is shown that moving average models in terms of common trends and the autoregressive error correction model give rise to integrated and cointegrated variables.

In Chapter 4 the representation theorems for integrated variables are given. The basic idea throughout is to give necessary and sufficient conditions for a process to be $I(0), I(1)$, and $I(2)$ respectively. These conditions,
see Theorems 2.3, 4.2, and 4.4, are rather complicated but are necessary for a full understanding of the statistical models as well as the probability results that follow in later chapters.
In Chapter 5 we spend most of the space on a discussion of what the $I(1)$ model for cointegration can be used for, that is, which economic hypotheses can be conveniently investigated in the framework described. The question of identification is discussed, and various models described by restrictions on the deterministic terms are considered.
Chapter 6 contains the statistical analysis of the $I(1)$ model, where it is shown that estimation of the unrestricted cointegrating space can be performed using reduced rank regression, and that the same analysis can be used for models with restrictions on the deterministic terms. Estimators and likelihood ratio tests are derived and the asymptotic distribution is given. Finally it is shown how the asymptotic distributions can be applied to determine the rank of the cointegrating space.

In Chapter 7 hypotheses on $\beta$ are discussed, and it is shown how to estimate $\beta$ under various linear restrictions. The theory is illustrated by some examples. The partial models and hypothesis testing on the adjustment parameters $\alpha$ are discussed and analysed in Chapter 8. Finally Chapter 9 contains a brief analysis of the $I(2)$ model with the purpose of deriving a misspecification test for the $I(1)$ model.

In Chapter 10 the properties of the process and the sample moments are given and the asymptotic properties of the test statistic for cointegration rank are given in Chapter 11. Chapter 12 then applies these results to test hypotheses on the cointegrating rank and to estimate it in case it is not known a priori. In Chapter 13 the asymptotic distribution of the estimator for the cointegrating vector is shown to be mixed Gaussian. Only the estimator in the unrestricted model is discussed in detail, but results are also given for the case of identified vectors. The asymptotic properties of the estimators for the other parameters are also given and the asymptotic distributions of test statistics for hypotheses on $\beta$ are given. In Chapter 14 we derive some results for the power function of the test for cointegrating rank for local alternatives and in Chapter 15 tables are given of the asymptotic distributions derived in previous chapters. In Appendix A, I have collected some useful results about eigenvalues and eigenvectors and some general results from multivariate statistics and regression that are needed in the analysis of the statistical models.
The main emphasis in this monograph is on the derivation of test statistics and estimators, but for the derivation of the asymptotic properties, knowledge of the Brownian motion is necessary, and Appendix B contains a brief reminder of the theory of weak convergence and the construction of Brownian motion as given in Billingsley (1968).

### 1.5 Some Further Problems

The theory presented in the monograph is the beginning of a systematic investigation of the structure of autoregressive models for non-stationary processes. Many problems remain open, even in this simple framework.
In my opinion the most important is the development of improved finite sample approximations to the distributions of the test statistics, which can supplement the asymptotic results presented here. It is important to develop Bartlett corrections or Edgeworth expansions, as is known from the theory of stationary processes.

The analysis of models for $I(2)$ processes is mentioned in Chapter 9, but much needs to be worked out in detail, and the methods need the constant input from applications to make sure that the theory is kept on the right track.
There is one topic that is not mentioned in this monograph, and that is seasonal cointegration. Seasonal cointegration seems to be a useful concept for the analysis of some time series, and the mathematical and statistical analysis has been worked out, see Hylleberg, et al. (1990), Lee (1992), and Johansen and Schaumburg (1996). Since seasonal cointegration can occur at different frequencies and with different ranks and cointegrating vectors, the theory becomes somewhat more complicated, and I have chosen only to give the basic version of the representation theorem as exercise 4.8.

## 2 The Vector Autoregressive Model

THIS chapter deals with the statistical analysis of the unrestricted vector autoregressive model (VAR) but first a result is given which is a necessary and sufficient condition that the autoregressive process defined by the equations is stationary. This condition is an important diagnostic tool in the applications of the models and should routinely be checked in the applications. We first formulate a general expression for the solution of the equation defining the process and then give conditions on the parameters such that the initial values can be chosen such that the process becomes stationary. In section 2.2 we derive the ordinary least squares estimators as the maximum likelihood estimators and deal briefly with the asymptotic properties of the estimators in case the process is stationary. This is of course standard knowledge, see Anderson (1971), but the results are given here in order to contrast them with the results that are valid for non-stationary processes. Finally in section 2.3 we give a brief description of some misspecification tests for the VAR.

### 2.1 The Vector Autoregressive Process

Consider the $p$-dimensional autoregressive process $X$, defined by the equations

$$
\begin{equation*}
X_{t}=\Pi_{1} X_{t-1}+\cdots+\Pi_{k} X_{t-k}+\Phi D_{t}+\epsilon_{t, t}=1, \ldots, T \tag{2.1}
\end{equation*}
$$

for fixed values of $X_{-k+1}, \ldots, X_{0}$, and independent identically distributed errors $\in$, that are $N_{p}(0, \Omega)$.
The deterministic terms $D_{t}$ can contain a constant, a linear term, seasonal dummies, intervention dummies, or other regressors that we consider fixed and non-stochastic. The results and conditions are conveniently expressed in terms of the characteristic polynomial:

$$
A(z)=I-\sum_{i=1}^{k} \Pi_{i} z^{i}
$$

with determinant $|A(\ni)|$.
The first result gives the solution $X$, of equation (2.1) as a function of the initial values and the $\epsilon$ and hence determines the properties of $X$, given
its initial values. Note that the result does not impose any conditions on the parameters.
THEOREM 2.1 The solution of equation (2.1) as a function of initial values and $\in$ is given by

$$
\begin{equation*}
X_{t}=\sum_{s=1}^{k} C_{t-s}\left(\Pi_{s} X_{0}+\cdots+\Pi_{k} X_{-k+s}\right)+\sum_{j=0}^{t-1} C_{j}\left(\epsilon_{t-j}+\Phi D_{t-j}\right) \tag{2.2}
\end{equation*}
$$

where $C_{0}=I$ and $C_{„}$ is defined recursively by

$$
\begin{equation*}
C_{n}=\sum_{j=1}^{\min (k, n)} C_{n-j} \Pi_{j}, n=1,2, \ldots \tag{2.3}
\end{equation*}
$$

The generating function $C(z)=\sum_{n=0}^{\infty} z^{n} C_{n}$ is convergent for $|₹|<\delta$ for some $\delta>0$. For these values of zit satisfies $C(\eta) A(\eta)=I$ such that $C(y)=A(y)^{-1}$.

Proof There is no loss of generality in setting $\Phi=0$, since the result is a purely algebraic result which does not depend on the nature of the $\in$. Consider first the case $k=2$, where the equations defining $C_{n}$ give

$$
C_{0}=I, C_{1}=\Pi_{1}, C_{2}=C_{1} \Pi_{1}+\Pi_{2}, C_{3}=C_{2} \Pi_{1}+C_{1} \Pi_{2}, \ldots
$$

The equations defining $X$, can be written as

$$
\begin{aligned}
X_{t} & =\Pi_{1} X_{t-1}+\Pi_{2} X_{t-2}+\epsilon_{t} \\
X_{t-1} & =\Pi_{1} X_{t-2}+\Pi_{2} X_{t-3}+\epsilon_{t-1} \\
& \vdots \\
X_{2} & =\Pi_{1} X_{1}+\Pi_{2} X_{0}+\epsilon_{2} \\
X_{1} & =\Pi_{1} X_{0}+\Pi_{2} X_{-1}+\epsilon_{1} .
\end{aligned}
$$

If these equations are multiplied by $C_{0}, C_{1}, \ldots, C_{\digamma-1}$ respectively, and then summed it is seen that the recursive definition of $C_{n}$ implies that $X_{t-1}, X_{t-2}, \ldots, X_{1}$ are eliminated and that what remains is

$$
X_{t}=\sum_{j=0}^{t-1} C_{j} \epsilon_{t-j}+\left(C_{t-2} \Pi_{2}+C_{t-1} \Pi_{1}\right) X_{0}+C_{t-1} \Pi_{2} X_{-1}
$$

This is a special case $\left(k_{=}=2\right)$ of the general result (2.2).

The general case is proved as follows. We multiply by $C_{n}$ in (2.1) with $t$ replaced by $t-n$ and sum from 0 to $t-1$

$$
\sum_{n=0}^{t-1} C_{n} X_{t-n}=\sum_{n=0}^{t-1} C_{n} \sum_{i=1}^{k} \Pi_{i} X_{t-n-i}+\sum_{n=0}^{t-1} C_{n} \in_{t-n}
$$

Introducing $m=n+i$ we get

$$
\begin{aligned}
& \sum_{m=1}^{t-1}\left[\sum_{i=1}^{\min (m, k)} C_{m-i} \Pi_{i}\right] X_{t-m} \\
& +\sum_{m=t}^{t+k-1}\left[\sum_{j=m-t+1}^{k} C_{m-j} \Pi_{j}\right] X_{t-m}+\sum_{n=0}^{t-1} C_{n} \in t_{t-n}
\end{aligned}
$$

The recursive definition of $C_{m}$ shows that $X_{t m, m}, m=1, \ldots, t-1$ has the same coefficient on both sides such that $X_{t, m}$ cancels. What is left is

$$
X_{t}=\sum_{m=t}^{t+k-1}\left[\sum_{i=m-t+1}^{k} C_{m-i} \Pi_{i}\right] X_{t-m}+\sum_{n=0}^{t-1} C_{n} \in{ }_{t-n}
$$

Introducing $s=m \quad t$ we find

$$
X_{t}=\sum_{s=0}^{k-1}\left[\sum_{i=s+1}^{k} C_{s+t-i} \Pi_{i}\right] X_{-s}+\sum_{n=0}^{t-1} C_{n} \in_{t-n}
$$

which proves the representation (2.2).
If we define $\Pi_{0}=-I$, then we can write the recursion for $C_{n}$ as

$$
\sum_{j=0}^{\min (k, n)} C_{n-j} \Pi_{j}=-\delta_{n 0}, n=0,1, \ldots,
$$

where $\delta_{n 0}$ is zero for $n=1,2, \ldots$, and $I$ for $n=0$. This implies a relation for the generating functions

$$
-I=\sum_{n=0}^{\infty}\left(-\bar{\delta}_{n 0}\right) z^{n}=\sum_{n=0}^{\infty} \sum_{j=0}^{\min (k, n)} z^{n-j} C_{n-j} z^{j} \Pi_{j}=C(z)(-A(z))
$$

Note that the determinant $|A(\approx)|$ is a polynomial such that it has only finitely many roots $\approx, \ldots$, $z$, say. Let $\delta=\min _{i}$ $|z|$ then since $A(0)=I$ it is seen that $\delta>0$ and $A(₹)^{-1}$ is convergent for $|z|<\delta$.

As a simple special case consider $k=1$, where the representation (2.2) reduces to

$$
X_{t}=\Pi_{1}^{t} X_{0}+\epsilon_{t}+\Pi_{1} \in_{t-1}+\ldots+\Pi_{1}^{t-1} \in_{1}
$$

In this case $A(z)=I-\underset{\sim}{2} \Pi_{1}$ and $C(z)=\sum_{n=0}^{\infty} z^{n} \Pi_{1}^{n}=\left(I-z \Pi_{1}\right)^{-1}$.

The solution given in Theorem 2.1 is valid for any set of parameters. In the following we show how the parameters must be restricted in order for equation (2.1) to define a stationary process. By a stationary process we mean a process for which the distribution of $X_{t_{1}}, \ldots, X_{t_{m}}$ is the same as the distribution of $X_{t_{1}+h}, \ldots, X_{t_{m}+h}$ for any $h=1,2, \ldots$

The only stationary processes that we need here are the linear processes generated by i.i.d. errors, as discussed in Appendix B.

The basic assumption which will be used throughout is
Assumption 1 The characteristic polynomial satisfies the condition that if $|A(\ni)|=0$, then either $|z|>1$ or $z=1$.
The assumption excludes explosive roots with $|z|<1$, and seasonal roots, with $|z|=1$, other than $z=1$. If $z=1$ is a root we say that the process has a unit root. The following result is well known, see Anderson (1971).

Theorem 2.2 Under Assumption 1 and if $D$ is bounded by a polynomial in $t$, a necessary and sufficient condition that the initial values
 representation

$$
\begin{equation*}
X_{t}=\sum_{n=0}^{\infty} C_{n}\left(\epsilon_{t-n}+\Phi D_{t-n}\right), \tag{2.4}
\end{equation*}
$$

where $C_{0}(z)=\sum_{n=0}^{\infty} C_{n} z^{n}=A(z)^{-1}$ is convergent for $|z|<1+\delta$ for some $\delta>0$.
Proof We will give the proof for $k=1$ first and then apply the usual trick of writing the process in companion form, that is, consider the process $X_{,} \ldots, X_{t-k}$ as an $A R(1)$ process. In case $k=1$, where $A(\vartheta)=I-\underset{\imath}{2} \Pi_{1}$, the roots of $|A(\vartheta)|$ are just the reciprocal of the non-zero eigenvalues of $\Pi_{1}$. In this case the solution of equation (2.1) is given by

$$
\begin{equation*}
X_{t}=\Pi_{1}^{t} X_{0}+\sum_{i=0}^{t-1} \Pi_{1}^{i}\left(\epsilon_{t-i}+\Phi D_{t-i}\right) \tag{2.5}
\end{equation*}
$$

Since the roots of $|A(\vartheta)|=\left|I-\underset{\imath}{2} \Pi_{1}\right|$ are assumed to be outside the unit disk, the eigenvalues of $\Pi_{1}$ are all inside the unit disk, which means that the coefficients $\Pi_{1}^{i}$ tend to zero exponentially fast, and hence that the linear process

$$
X_{t}^{*}=\sum_{i=0}^{\infty} \Pi_{1}^{i} \in_{t-i}
$$

is well defined as a stationary and ergodic process. In order to see this we use Kolmogorov's three series criterion or Breiman (1992, Corollary 3.22).

It follows from these results that since the variance

$$
\operatorname{Var}\left(X_{t}^{*}\right)=\sum_{i=0}^{\infty} \Pi_{1}^{i} \Omega \Pi_{1}^{i}
$$

is finite, see (A.4), the series defining $X_{t}^{*}$ is convergent almost surely.
Similarly it is seen that

$$
\sum_{i=0}^{\infty} \Pi_{1}^{i} \Phi D_{t-i}
$$

is convergent for all $t$ by the assumption on $D_{r}$. If in (2.5) we choose the initial values as fixed quantities, that is, condition on the initial values, then clearly the process $X_{t}-E(X)$ is not stationary, although in some sense it is asymptotically stationary. In order to make the process stationary we need to choose the initial values to have the invariant distribution which in this case is Gaussian with mean zero and variance given by $\operatorname{Var}\left(X_{0}^{*}\right)$. We can also obtain a representation of the process as expressed by the infinite past, by choosing the initial values to have the representation given by $x_{0}^{*}$. Thus the condition on the eigenvalues is not enough to make the process stationary but enough to make the process stationary for a suitable choice of the initial values. We therefore choose the initial value $X_{0}$ to have the invariant distribution given by $x_{0}^{*}=\sum_{i=0}^{\infty} \Pi_{1}^{i} \epsilon_{-i}+\sum_{i=0}^{\infty} \Pi_{1}^{i} \Phi D_{-i}$ and find the representation

$$
X_{t}=\Pi_{1}^{t} \sum_{i=0}^{\infty} \Pi_{1}^{i}\left(\epsilon_{-i}+\Phi D_{-i}\right)+\sum_{i=0}^{t-1} \Pi_{1}^{i}\left(\epsilon_{t-i}+\Phi D_{t-i}\right)=\sum_{i=0}^{\infty} \Pi_{1}^{i}\left(\epsilon_{t-i}+\Phi D_{t-i}\right)
$$

such that $X_{t}-E\left(X_{1}\right)$ is a stationary process. Note that $C_{0}(z)=\sum_{i=0}^{\infty} \prod_{1}^{i} z^{i}$ is related to the polynomial $A(z)=I-2 \Pi_{1}$ by the relation $A(\vartheta) C_{0}(\vartheta)=I$.
Next consider the general case, $k>1$, and define the companion form

$$
\begin{aligned}
\tilde{X}_{t} & =\left(X^{\prime}{ }_{t}, X^{\prime}{ }_{t-1}, \ldots, X_{t-k+1}^{\prime}\right)^{\prime} \\
\tilde{\epsilon}_{t} & =\left(D_{t}^{\prime} \Phi^{\prime}+\epsilon^{\prime}{ }_{t}, 0, \ldots, 0\right)^{\prime} \\
\tilde{\Pi}_{1} & =\left(\begin{array}{ccccc}
\Pi_{1} & \Pi_{2} & \ldots & \Pi_{k-1} & \Pi_{k} \\
I & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & & \vdots & \vdots \\
0 & 0 & \ldots & I & 0
\end{array}\right),
\end{aligned}
$$

such that

$$
\tilde{X}_{t}=\tilde{\Pi}_{1} \tilde{X}_{t-1}+\tilde{\epsilon}_{t}=\tilde{\Pi}_{1}^{t} \tilde{X}_{0}+\tilde{\epsilon}_{t}+\tilde{\Pi}_{1} \tilde{\epsilon}_{t-1}+\ldots+\tilde{\Pi}_{1}^{t-1} \tilde{\epsilon}_{1}
$$

We can recover $X_{t}$ as a function of the initial values $X_{0}$ and $\epsilon_{1}, \ldots, \in$, by multiplying by the matrix $(I, 0, \ldots, 0)$.

The process $\tilde{X}_{t}-E\left(\tilde{X}_{t}\right)$ is an $A R(1)$ process with a singular variance matrix for the errors $\tilde{\epsilon}_{t}$ which by the above result for $k=1$ is stationary if the roots of $\tilde{\Pi}_{1}$ are inside the unit disk.

We now want to show that the conditions on the roots of the matrix polynomial $A(\approx)$ can be converted to a condition on the non-zero eigenvalues of $\tilde{\Pi}_{1}$.
Consider therefore an eigenvector $v=\left(v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right)^{\prime}$ for $\tilde{\Pi}_{1}$ which satisfies the equation $\lambda u=\tilde{\Pi}_{1} u$ for $\lambda \neq 0$, or

$$
\begin{array}{lll}
\lambda v_{1} & =\Pi_{1} v_{1}+\cdots+\Pi_{k} v_{k} \\
\lambda v_{i+1} & =v_{i}, &  \tag{2.6}\\
\end{array} \quad i=1, \ldots, k-1 .
$$

Thus $v_{i}$ has the form

$$
v_{i}=\lambda^{-i+1} v_{1}, i=1, \ldots, k
$$

Inserting this into (2.6) we find that $\left(\lambda, \nu_{1}\right)$ satisfies

$$
\lambda v_{1}=\Pi_{1} v_{1}+\cdots+\lambda^{-k+1} \Pi_{k} v_{1}
$$

or

$$
\left(I-\lambda^{-1} \Pi_{1}-\cdots-\lambda^{-k} \Pi_{k}\right) v_{1}=0
$$

which shows that $\lambda^{-1}$ is a root of $|A(\vartheta)|=\left|I-\underset{2}{2} \Pi_{1}-\cdots-\chi^{k} \Pi_{k}\right|=0$. This gives a convenient way to calculate the roots of a matrix polynomial $A(\approx)$ as the eigenvalues of a square but non-symmetric matrix $\tilde{\Pi}_{1}$.
The condition that the roots of $A(\neg)$ are greater than 1 in modulus implies that the reciprocal values, which are the eigenvalues of $\tilde{\Pi}_{1}$, are all less than 1 in absolute value, hence inside the unit circle. Thus under Assumption 1 and $|A(1)| \neq 0$ we can define the process

$$
\tilde{X}_{t}^{*}=\sum_{n=0}^{\infty} \tilde{\Pi}_{1}^{n} \tilde{\epsilon}_{t-n}
$$

 the distribution of $\tilde{X}_{0}{ }^{*}$, and then $\tilde{X}_{t}=\tilde{X}_{t}^{*}$.
The representation for $X$, is found by premultiplying by $(I, 0, \ldots, 0)$ and we find

$$
X_{t}=\sum_{n=0}^{\infty} C_{n}\left(\epsilon_{t-n}+\Phi D_{t-n}\right)
$$

This proves that the condition that $A(1)$ has full rank is sufficient.
To prove that it is necessary assume that $A(1)$ has reduced rank. Since all entries of $A(₹)-A(1)$ have a root at $₹=1$ they can each be factorized into $(1-q)$ times a polynomial. Hence we can define a polynomial

$$
A^{*}(z)=\frac{A(z)-A(1)}{1-z}, z \neq 1,
$$

such that

$$
A(z)=A(1)+A^{*}(z)(1-z)
$$

See Lemma 4.1 for a general formulation of this result. We define the lag operator $L$ by the property that $L X_{t}=X_{t-1}$, and the difference operator $\Delta=1-L$ or $\Delta X_{t}=X_{t}-X_{t-1}$. In this notation we write equation (2.1) as

$$
\begin{equation*}
A(L) X_{s}=A(1) X_{s}+A^{*}(L)(1-L) X_{s}=\Phi D_{s}+\epsilon_{s}, s=1, \ldots, T \tag{2.7}
\end{equation*}
$$

Now the reduced rank of $A(1)$ implies that there exists a vector $\xi \in \mathrm{R}^{p}$ such that $\xi^{\prime} A(1)=0$ and $\xi \neq 0$. Multiplying in (2.7) by $\xi^{\prime}$ and summing over $s$ from 1 to $t$ we find that

$$
\xi^{\prime} A^{*}(L)\left(X_{t}-X_{0}\right)=\xi^{\prime} \sum_{s=1}^{t}\left(\Phi D_{s}+\epsilon_{s}\right)
$$

We shall now argue that $X_{t}-E\left(X_{1}\right)$ is non-stationary. This follows since if it were stationary, then clearly the left-hand side would be stationary, which contradicts that there is a non-stationary random walk on the right-hand side. This proves the necessity.
That $C(\neg)$ is convergent for $|z|<1+\delta$ for some $\delta>0$ follows from the fact that if the roots of $|A(\vartheta)|, z, \ldots, z$, say, satisfy the condition that $\min _{i}\left|z_{i}\right|=1+\delta>1$, then the power series for $A(\xi)^{-1}$ will be convergent for $|₹|<1+\delta$.

### 2.2 The Statistical Analysis of the VAR

The unrestricted autoregressive model (VAR) with Gaussian errors and deterministic terms $D_{t}$ is defined by

$$
\begin{equation*}
X_{t}=\Pi_{1} X_{t-1}+\cdots+\Pi_{k} X_{t-k}+\Phi D_{t}+\epsilon_{t}, t=1, \ldots, T \tag{2.8}
\end{equation*}
$$

where the errors $\in$, are independent Gaussian with mean zero and variance $\Omega$. The initial values $X_{-k+1}, \ldots, X_{0}$ are fixed and the parameters are

$$
\left(\Pi_{1}, \ldots, \Pi_{k}, \Phi, \Omega\right)
$$

which are unrestricted.
We introduce the notation $Z_{t}^{\prime}=\left(X_{t-1}^{\prime}, \ldots, X_{t-k}^{\prime}, D_{t}^{\prime}\right)$, for the stacked vector and $B^{\prime}=\left(\Pi_{1}, \ldots, \Pi_{\imath}, \Phi\right)$ for the corresponding parameters. Thus
$Z_{t}$ is a vector of dimension $p k+m$ and $B^{\prime}$ is a matrix of dimension $p \times(p k+m)$.
The model expressed in these variables becomes

$$
X_{t}=B^{\prime} Z_{t}+\in_{t, t} t=1, \ldots, T
$$

The Gaussian errors allow us to analyse the log likelihood function

$$
\begin{equation*}
\log L(B, \Omega)=-\frac{1}{2} T \log (2 \pi)-\frac{1}{2} T \log |\Omega|-\frac{1}{2} \sum_{t=1}^{T}\left(X_{t}-B^{\prime} Z_{t}\right)^{\prime} \Omega^{-1}\left(X_{t}-B^{\prime} Z_{t}\right) \tag{2.9}
\end{equation*}
$$

which leads to the equations for estimating $B$

$$
\sum_{t=1}^{T} X_{t} Z_{t}^{\prime}=\hat{B}^{\prime} \sum_{t=1}^{T} Z_{t} Z^{\prime}{ }_{t}
$$

and the usual regression estimators

$$
\begin{gather*}
\hat{B}=\left(\sum_{t=1}^{T} Z_{t} Z^{\prime}{ }_{t}\right)^{-1}\left(\sum_{t=1}^{T} Z_{t} X_{t}^{\prime}\right)=S_{z z}^{-1} S_{z x,} \\
\hat{\Omega}=T^{-1} \sum_{t=1}^{T}\left(X_{t}-\hat{B}^{\prime} Z_{t}\right)\left(X_{t}-\hat{B}^{\prime} Z_{t}\right)^{\prime}=S_{x x, z}=S_{x x}-S_{x z} S_{z z}^{-1} S_{z x} \tag{2.10}
\end{gather*}
$$

The maximal value is apart from a constant given by

$$
L_{\max }^{-2 / T}=|\hat{\Omega}|
$$

Here we use for any two processes $X$, and $Z$ the notation

$$
S_{z x}=T^{-1} \sum_{t=1}^{T} Z_{t} X_{t}^{\prime}
$$

The next result describes the asymptotic properties of the estimators in the VAR model under the assumption of stationarity for the case where $D_{t}=1$. The asymptotic distributions are formulated by means of the Kronecker product.
If $U$ and $V$ are independent multivariate Gaussian with variances $\Sigma_{\mu}$ and $\Sigma_{\mu}$ respectively we let $M=U V^{\wedge}$ and use the notation

$$
\operatorname{Var}(M)=\operatorname{Var}\left(U V^{\prime}\right)=\Sigma_{u} \bigotimes \Sigma_{v}
$$

such that for any two vectors $\xi$ and $\eta$ we have

$$
\operatorname{Var}\left(\xi^{\prime} M \eta\right)=\xi^{\prime} \Sigma_{u} \xi \eta^{\prime} \Sigma_{v} \eta
$$

This formula allows us to calculate the variances and covariances of the elements of $M$ by choosing $\xi$ and $\eta$ as suitable combinations of unit vectors. Then

$$
\operatorname{Var}\left(M_{i j}, M_{k m}\right)=\Sigma_{u . i k} \Sigma_{v \cdot j m}
$$

One can think of $\Sigma_{u} \otimes \Sigma_{v}$ as a matrix of a large dimension, but that requires that the matrix $M$ is vectorized first. This will not be done here. I prefer the notation as above rather than the notation $\Sigma_{v} \otimes \Sigma_{",}$ as is usually applied, but this should cause no confusion.

THEOREM 2.3 Under the assumptions that the $\in$ are independent and identically distributed with mean zero and variance $\Omega$, that $X$ is stationary, and that $\Phi D_{t}=\mu$ it holds that the asymptotic distribution of the maximum likelibood estimators of the parameters $B^{\prime}=\left(\Pi_{1}\right.$, $\left.\Pi_{2}, \ldots, \Pi_{k}, \mu\right)$ is Gaussian and given by

$$
T^{\frac{1}{2}}(\hat{B}-B) \xrightarrow{w} N\left(0, \Sigma^{-1} \bigotimes \Omega\right)
$$

where

$$
\hat{\Sigma}=T^{-1} \sum_{t=1}^{T} Z_{t} Z_{t}^{\prime} \xrightarrow{P} \Sigma \text {, and } \hat{\Omega} \xrightarrow{P} \Omega
$$

Here $Z_{,}^{\prime}=\left(X_{r-1}^{\prime}, \ldots, X_{r-k}^{\prime}, 1\right)$. Thus for any vectors $\xi$ and $\eta$ it holds that

$$
\frac{T^{\frac{1}{2}} \xi^{\prime}(\hat{B}-B) \eta}{\sqrt{\xi^{\prime} \hat{\Sigma}^{-1} \xi \eta^{\prime} \hat{\Omega} \eta}} \stackrel{w}{\rightarrow} N(0,1)
$$

Proof From the expressions for the estimators (2.10) and (2.11) we find

$$
\begin{aligned}
\hat{B}-B & =\left(T^{-1} \sum_{t=1}^{T} Z_{t} Z^{\prime}{ }_{t}\right)^{-1}\left(T^{-1} \sum_{t=1}^{T} Z_{t} \in^{\prime} t\right), \\
\hat{\Omega}-\Omega & =T^{-1} \sum_{t=1}^{T} \in_{t} \in^{\prime}{ }_{t}-\Omega-(\hat{B}-B)^{\prime} T^{-1} \sum_{t=1}^{T} Z_{t} \in^{\prime}{ }_{t} \\
& -T^{-1} \sum_{t=1}^{T} f_{t} Z^{\prime}{ }_{t}(\hat{B}-B)+(\hat{B}-B)^{\prime} T^{-1} \sum_{t=1}^{T} Z_{t} Z^{\prime}{ }_{t}(\hat{B}-B) .
\end{aligned}
$$

We first prove that all quantities on the right-hand side tend to zero. Under the assumption that the errors are independent identically distributed with mean zero and finite variance, the processes $\epsilon_{t \in \rho} \in Z_{\prime}^{\prime}$, and $Z Z_{t}^{\prime}$ are ergodic with finite mean, such that

$$
\begin{array}{lcc}
T^{-1} \sum_{t=1}^{T} \in_{t} \in^{\prime} t \longrightarrow & P & \Omega \\
T^{-1} \sum_{t=1}^{T} \in_{t} Z_{t}^{\prime} \longrightarrow & P & 0, \\
T^{-1} \sum_{t=1}^{T} Z_{t} Z_{t}^{\prime}{ }_{t} \longrightarrow & P & E Z_{t} Z^{\prime}=\Sigma .
\end{array}
$$

This shows the consistency of $\hat{B}$ and hence $\hat{\Omega}$. To find the asymptotic distribution we normalize as follows:

$$
T^{\frac{1}{2}}(\hat{B}-B)=\left(T^{-1} \sum_{t=1}^{T} Z_{t} Z^{\prime}\right)^{-1}\left(T^{-\frac{1}{2}} \sum_{t=1}^{T} Z_{t} \in^{\prime}{ }_{t}\right)=\Sigma^{-1}\left(T^{-\frac{1}{2}} \sum_{t=1}^{T} Z_{t} \in_{t}^{\prime}\right)+o_{P}(1)
$$

Thus we only have to find the asymptotic distribution of $T^{-\frac{1}{2}} \sum_{t=1}^{T} Z_{t} \epsilon^{\prime}{ }_{t}$. But this is given in Theorem B. 13 as Gaussian with mean zero and variance $\Sigma \otimes \Omega$.

We have here used the familiar concepts of weak convergence of probability measures and convergence in probability of random variables. These concepts are discussed in more detail in Appendix B. The notation $o_{p}(1)$ denotes a term that tends to zero in probability.

The above is the analysis of the unrestricted vector autoregressive model, where the statistical calculations are given by ordinary least squares. Before we finish this section we just note that the same type of analysis can be made of a number of different models given by restrictions on the parameters. Thus for instance we can leave out certain lags: if we have quarterly data, we may want to fit only lags $1,2,4$, and 5 . The maximum likelihood estimation of such a model is again ordinary least squares. The same holds for any model where the variation of the coefficients is restricted as $\Pi_{i}=\xi_{t}^{\prime \prime}$, since then the variable $Z_{t}$ in the above analysis should contain the transformed variables $H^{\prime} X_{t-r}$. Still more complicated models are possible, like the model defined by $\left(\Pi_{1}, \ldots, \Pi_{k}\right)=\xi H^{\prime}$. It is also easily seen how the analysis can be modified if other variables are included as regressors. Thus the statistical calculations are easily modified if for instance time or the world oil price is included as a regressor. The simplicity gained by leaving the parameters unrestricted should be clear, but one can of course estimate the parameters under any restriction one wishes, at the price of a more complicated numerical technique, but then the existence and uniqueness of the likelihood estimators are no longer easy to discuss. In fact the remaining part of this monograph deals with a very special non-linear restriction where many results can be obtained.

### 2.3 Misspecification Tests

Fitting the unrestricted VAR model with $k$ lags can easily be accomplished by usual regression programs, but it is of course important to check that the assumptions underlying the model are satisfied, since otherwise the procedures derived may not be valid. In particular we have to determine the lag length $k$ and check that the estimated residuals $\hat{\epsilon}_{t}$ have no serial correlation, no conditional heteroscedasticity, and do not deviate too much from Gaussian white noise.

We give here a brief discussion of a few of the many misspecification tests that are being applied in practice. We do not give proofs of these results but refer to Doornik and Hendry (1994) for a discussion of how these test are implemented in PcFiml, and to the manual for CATS in RATS by Hansen and Juselius (1995). References and a more thorough discussion can be found in these texts, see also Godfrey (1988). There are two types of results that one can prove. One can find asymptotic distributions of the test statistics and in some cases give improved approximations to these.

Many of the asymptotic distributions are derived only for stationary processes even if the results are probably valid also for the non-stationary processes that we are interested in. The small sample approximations are most often given by analogy with the i.i.d. case and are therefore less satisfactory.

### 2.3.1 Lag Length Determination

The lag length can be determined by some of the many information criteria procedures, see Lütkepohl (1991) for an excellent comparison of the criteria. It is important to avoid too many lags, since the number of parameters grows very fast with the lag length and the information criteria strike a compromise between lag length and number of parameters by minimizing a linear combination of the residual sum of squares and the number of parameters.

It is our experience that if a long lag length is required to get white noise residuals then it often pays to reconsider the choice of variables, and look around for another important explanatory variable to include in the information set. That is, rather than automatically increase the lag length, it is more fruitful in a multivariate context to increase the information set.

The methods that will be derived in the subsequent chapters are based upon the time independence of the residuals, hence an important criterion for the choice of lag length is that the residuals are uncorrelated. The first thing to do is to plot the autocorrelation and cross-correlation functions for the individual residual series to see if there is any obvious autocorrelation left in the residuals. This graphical inspection can then be followed by summary test statistics.

Another strategy for determining the lag length is to start with a sufficiently large lag length and test successively that the coefficient to the largest lag is zero. It is a good idea to use a rather small size of these tests since the type one error cumulates, see Teräsvirta and Mellin (1986) for a comparison of procedures based on information criteria and sequences of tests. As a test statistic one can apply the likelihood ratio test in model (2.1) for the hypothesis $\Pi_{k}=0$, which is asymptotically distributed as $\chi^{2}$ with $p^{2}$ degrees of freedom.

A summary test statistic that measures the magnitude of the residual autocorrelations is given by the Portmanteau test

$$
L B(s)=T(T+2) \sum_{j=1}^{s} \frac{1}{T-j} \operatorname{tr}\left\{\hat{C}_{0 j} \hat{C}_{00}^{-1} \hat{C}^{\prime}{ }_{0 j} \hat{C}_{00}^{-1}\right\}
$$

where

$$
\hat{C}_{0 j}=T^{-1} \sum_{t=j+1}^{T} \hat{\epsilon}_{t \in} \hat{\epsilon}_{t-j}
$$

Under the assumptions of the model the asymptotic distribution of this test statistic can be approximated for large $T$ and large $s$ by a $\chi^{2}$ distribution with $f=p^{2}(s-k)$ where $k$ is the lag length of the model.
A test that gives the proper weighting to the residual autocorrelations is a Lagrange multiplier test for residual autocorrelation. This is calculated by regressing the estimated residuals from (2.1) on the residual lagged $s$ as well as the regressors in model (2.1). The corresponding test statistic

$$
L M(s)=\left(T-p k-m-p-\frac{1}{2}\right) \log \frac{|\hat{\Omega}|}{|\tilde{\Omega}|}
$$

is asymptotically distributed as $\chi^{2}$ with degrees of freedom given by $f=p^{2}$. Here $\hat{\Omega}$ is the variance estimate from (2.1) and $\tilde{\Omega}$ is the estimate from the auxiliary regression.

### 2.3.2 Autoregressive Conditional Heteroscedasticity

For each of the individual series a test for ARCH effects can be calculated by regressing the squared residuals $\hat{\epsilon}_{u t}^{2}$ on a constant and lagged values of the squared residuals. The asymptotic distribution of such a test is also $\chi^{2}$ with $f$ equal to the number of lags in the auxiliary regression.

### 2.3.3 Test for Gaussian Distribution

The marginal distribution of the residuals should be checked by histograms, and by calculating skewness and kurtosis. A test can be based on the central moments

$$
m_{i}=T^{-1} \sum_{t=1}^{T}\left(\hat{\epsilon}_{t} \quad \in\right)^{i}, i=2,3,4,
$$

through skewness and kurtosis

$$
b_{1}^{\frac{1}{2}}=\frac{m_{3}}{m_{2}^{\frac{3}{2}}}, b_{2}=\frac{m_{4}}{m_{2}^{2}}
$$

The test statistic is

$$
J B=(T-p k-m)\left(\frac{b_{1}}{6}+\frac{\left(b_{2}-3\right)^{2}}{24}\right),
$$

which is asymptotically $\chi^{2}(2)$ if the underlying distribution of the errors is Gaussian. This test is known as the Jarque-Bera test, but is given by Shenton and Bowman (1977) in a version that has better small sample properties for i.i.d. variables. We have chosen here a simple correction for degrees of freedom. A multivariate version of this test is developed in Doornik and Hansen (1994).

Autoregressive models do not necessarily always describe the data, but they provide a flexible statistical tool. It often happens that if a VAR model does not fit the data, it is because of the information set, that is, the choice of variables should be reconsidered. Thus it is important to extend the information set to contain the right explanatory variables for the relation that one is really interested in. Another technique for constructing a modified VAR model is to consider a partial or conditional model. This will be discussed in Chapter 8. The choice of the correct economic variables to investigate is an art which requires economic insight, and no final answers can be given on how to do it.

### 2.4 The Illustrative Examples

### 2.4.1 The Danish Data

As a first example of an analysis of a data set consider the Danish data discussed in section 1.3 consisting of $\left(m_{t}, y_{t}, i_{t}^{b}, i_{t}^{d}\right), t=1974: 1, \ldots, 1987: 3$. We use two lags and let $k=2$ and keep the first two observations from 1974: 1 and 1974: 2 for initial values. This leaves $T=53$ observations, and $p=4$ dimensions fitted with 2 lags $(k=2)$ and seasonal dummies $(m=4)$. The seasonal dummies are orthogonalized to the constant term. The data are plotted in levels and differences in Fig. 2.1. All four variables appear non-stationary with stationary differences. We write the model in the error correction form as

$$
\Delta X_{t}=\Pi X_{t-1}+\Gamma_{1} \Delta X_{t-1}+\Phi D_{t}+\epsilon_{t}
$$

Thus we have $4 \times 53$ observations and condition on the initial values corresponding to the data for 1974: 1 and 1974: 2. Each equation is fitted with $k p+m=12$ parameters, leaving $41=53-12$ degrees of freedom for the variance. The estimated coefficient matrices are given in Tables 2.1, 2.2, and 2.3, and the correlation matrix and standard deviations of the errors are given in Table 2.4.

In Fig. 2.2 the standardized residuals and their histograms are given for each of the four series.
We first investigate the residual autocorrelations in order to check that we have found a description of the data consistent with the assumption of white noise errors. The residual correlations and cross-correlations are given in Fig. 2.3. The large correlations ( $\geq 2 T^{-\frac{1}{2}}$ ) are indicated with vertical bars.

Table 2.1 The Estimates of $\Pi$ For the Danish Data

|  | $m$ | $y$ | $i^{b}$ | $i^{t^{\prime}}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\Delta m$ | -0.181 | 0.110 | -1.042 | 0.638 |
| $\Delta y$ | 0.186 | -0.309 | 0.658 | -0.648 |
| $\Delta \dot{i}^{\prime}$ | 0.014 | -0.018 | 0.082 | -0.167 |
| $\Delta \dot{i}^{\prime}$ | -0.004 | 0.020 | 0.143 | -0.314 |

Table 2.2 The Estimates of $\Gamma_{1}$ for the Danish Data

|  | $\Delta m$ | $\Delta y$ | $\Delta i^{b}$ | $\Delta \dot{i}^{\prime}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\Delta m$ | 0.195 | -0.096 | -0.138 | -0.462 |
| $\Delta y$ | 0.504 | -0.045 | -0.377 | 0.060 |
| $\Delta i^{b}$ | 0.051 | 0.136 | 0.301 | 0.253 |
| $\Delta i^{\prime}$ | 0.069 | -0.022 | 0.227 | 0.265 |

Table 2.3 The Estimates of the Constant and Seasonal Dummies for the Danish Data

|  | season(1) | season(2) | season(3) | constant |
| :--- | :--- | :--- | :--- | :--- |
| $\Delta m$ | -0.023 | 0.016 | -0.039 | 1.583 |
| $\Delta y$ | -0.019 | -0.007 | -0.032 | -0.390 |
| $\Delta \dot{t}^{\prime}$ | -0.003 | -0.007 | -0.007 | -0.064 |
| $\Delta \dot{t}^{\prime}$ | -0.002 | 0.001 | -0.003 | -0.071 |

Table 2.4 Standard Deviations ( $\sigma_{i}$ ) and Correlations ( $\varrho_{i}$ ) for the Danish Data

| $10^{2} \sigma_{i i}$ | 1.90 | 1.95 | 0.76 | 0.48 |
| :--- | :--- | :--- | :--- | :--- |
| $\varrho_{i j}$ | 1.00 |  |  |  |
|  | 0.53 | 1.00 |  |  |
|  | -0.45 | -0.08 | 1.00 |  |
|  | -0.31 | -0.24 | 0.25 | 1.00 |

We calculated $\mathrm{LM}(1)=18.62$, which is distributed as $\chi^{2}$ with 16 degrees of freedom ( $p$-value $=0.29$ ), and $\operatorname{LM}(4)=$ 17.55 which gives a $p$-value of 0.35 . An overall evaluation of correlations up to thirteenth order is given by the multivariate Ljung-Box test $\mathrm{LB}(13)=197.63$ with $p^{2}(s-k)=16 \times(13-2)=176$ degrees of freedom corresponding to a $p$-value of 0.13 . Finally we test the hypothesis $k=2$ in the model with $k=3$ lags and find the likelihood ratio test $\operatorname{LR}=(T-k p-m) \log \left(\left|\hat{\Omega}_{2}\right| /\left|\hat{\Omega}_{3}\right|\right)=16.42$. This is again asymptotically distributed as $\chi^{2}$ with 16 degrees of freedom and does

Table 2.5 The Univariate Diagnostic Statistics for the Danish Data

|  | ARCH(2) | Skewness | Kurtosis | JB |
| :--- | :--- | :--- | :--- | :--- |
| $m$ | 0.655 | 0.552 | -0.075 | 2.09 |
| $y$ | 0.875 | 0.524 | -0.087 | 1.89 |
| $i^{b}$ | 0.148 | -0.297 | 0.576 | 1.17 |
| $i^{H}$ | 1.292 | 0.415 | 0.562 | 1.72 |

not give any hint of misspecification. Next we investigate the individual series by the ARCH test for residual conditional heteroscedasticity (of order 2). We calculate the Jarque-Bera test which is asymptotically $\chi^{2}$ with 2 degrees of freedom. The results are given in Table 2.5. None of these tests seems to indicate that there are serious deviations from the assumptions underlying the model. For an $\operatorname{AR}(2)$ model the properties are given by the roots of the characteristic polynomial, or equivalently the eigenvalues of the coefficient matrix in companion form, which we next calculate, and the results are given in Table 2.6. It is seen that the eigenvalues are all inside the unit circle but that some are very close to the unit root $z=1$. Note also that there is no indication that the roots are close to any other value on the unit circle indicating that the type of non-stationarity is the one that can be removed by differencing. That is, an inspection of the roots indicates that we can focus on integrated variables and the subsequent chapters deal with how to handle this issue in the framework that has been established, that is, the vector autoregressive model.

Table 2.6 The Eigenvalues (@) of the Companion Matrix for the Danish Data

| Root | Real | Complex | Modulus |
| :--- | :--- | :--- | :--- |
| $\varrho_{1}$ | 0.9725 | 0.0000 | 0.9725 |
| $\varrho_{2}$ | 0.7552 | -0.1571 | 0.7713 |
| $\varrho_{3}$ | 0.7552 | 0.1571 | 0.7713 |
| $\varrho_{4}$ | 0.6051 | -0.0000 | 0.6051 |
| $\varrho_{5}$ | 0.5955 | -0.3143 | 0.6734 |
| $\varrho_{6}$ | 0.5955 | 0.3143 | 0.6734 |
| $\varrho_{7}$ | -0.1425 | 0.2312 | 0.2716 |
| $\varrho_{8}$ | -0.1425 | 0.2312 | 0.2716 |

Fig. 2.1. The Danish data in levels and differences


Fig. 2.2. Standardized residuals and histograms for the Danish data


Fig. 2.3. Autocorrelation and cross-correlation functions for the residuals of a $\operatorname{VAR}(2)$ for the Danish data


### 2.4.2 The Australian Data

As the other example consider the Australian data. We have here chosen the five-variable system discussed in Section 1.3 consisting of $\log$ prices in Australia and United States, the exchange rate, and a bond rate from each country. This time we have data from 1972: 1 to 1991: 1 giving a total of $T=75$ observations, if we fix the first two for initial values. Subtracting $2 \times 5+4=14$ we get 61 effective observations for the variance.

The data are plotted in Fig. 2.4 in levels and differences. It is seen that the prices are clearly non-stationary due to the trend, but that the differences look more stationary. One notices that the interest rates move in much the same way for the first part of the period, but then the US interest rate decreases while the Australian interest rate stays up. Notice also the sudden fluctuation in the US interest rate around 1980. This fluctuation will show up in the test statistic for the individual series below, see Table 2.11.

The estimates of the autoregressive model with two lags written in error correction form are given in Tables 2.7-2.10. The graphs of the standardized residuals and their histograms are given in Fig. 2.5, and Fig. 2.6 gives the autocorrelation function and cross-correlation functions.

Table 2.7 Estimated Coefficient Matrix П For the Australian Data

|  | $p^{a \prime \prime}$ | $p^{\prime \prime \prime}$ | exch | $i^{\text {ma }}$ | $i^{\text {isu}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta p^{a r}$ | -0.056 | 0.061 | -0.008 | 0.308 | -0.280 |
| $\Delta p^{\text {us }}$ | 0.004 | 0.011 | -0.022 | -0.142 | -0.016 |
| $\Delta$ exch | -0.020 | 0.093 | -0.210 | 0.814 | -0.257 |
| $\Delta i^{\text {min}}$ | -0.036 | 0.084 | -0.016 | -0.462 | 0.073 |
| $\Delta i^{\text {is }}$ | -0.069 | 0.137 | -0.052 | -0.080 | -0.388 |

Table 2.8 Estimated Coefficient Matrix $\Gamma_{1}$ for the Australian Data

|  | $\Delta p^{\text {aum }}$ | $\Delta p^{\text {us }}$ | $\Delta$ exch | $\Delta \dot{i}^{\prime \prime}$ | $\Delta i^{\text {is }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta p^{\text {ar }}$ | -0.007 | 0.418 | 0.017 | 0.030 | 0.040 |
| $\Delta p^{\text {Ls }}$ | 0.113 | 0.307 | 0.005 | 0.126 | 0.241 |
| $\Delta$ exch | 0.896 | -1.457 | 0.038 | -0.256 | -0.181 |
| $\Delta i^{\text {ma }}$ | 0.294 | -0.318 | -0.014 | 0.250 | 0.031 |
| $\Delta i^{\text {b }}$ | -0.110 | -0.210 | -0.011 | 0.050 | -0.017 |

The test for residual autocorrelation of order 1 is $\mathrm{LM}(1)=29.26$ and for order $4 \mathrm{LM}(4)=16.86$, each with $p^{2}=25$ degrees of freedom. These correspond to the $p$-values 0.25 and 0.89 respectively. The Ljung-Box statistic becomes $\mathrm{LB}(18)=442.197$ with $f=25 \times(18-2)=400$ degrees of freedom corresponding to a $p$-value of 0.07 . The univariate diagnostic statistics are given in Table 2.11.

It is seen that the US interest rate has a very strong ARCH effect probably due to the very large residual around 1980, see Baba et al. (1992). The normality tests and the histograms indicate that there are some very large observations especially in the Australian prices and the US interest rate, whereas the exchange rate has a slightly skew distribution. The methods derived are based upon the Gaussian likelihood but the asymptotic properties of the methods only depend on the i.i.d. assumption of the errors. Thus the normality assumption is not so serious for the conclusion, but the ARCH effect may be. Fortunately it turns out the US interest is weakly

Table 2.9 The Estimates of the Constant and Seasonal Dummies for the Australian Data

|  | season(1) | season(2) | season(3) | constant |
| :--- | :--- | :--- | :--- | :--- |
| $\Delta p^{\text {aut }}$ | -0.001 | 0.006 | -0.003 | 0.001 |
| $\Delta p^{\text {su }}$ | -0.000 | -0.001 | 0.002 | -0.041 |
| $\Delta$ exch | 0.004 | -0.007 | 0.009 | -0.329 |
| $\Delta i^{c u}$ | -0.002 | -0.003 | -0.003 | -0.154 |
| $\Delta i^{\prime s}$ | 0.003 | -0.003 | 0.003 | -0.221 |

Table 2.10 Standard Deviations $\left(\sigma_{i}\right)$ and Correlations $\left(\varrho_{i}\right)$ for the Australian Data

| $10^{2} \sigma_{i i}$ | 0.73 | 0.57 | 4.44 | 0.66 | 0.88 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\varrho_{i j}$ | 1.00 |  |  |  |  |
|  | -0.14 | 1.00 |  |  |  |
|  | 0.33 | 0.01 | 1.00 |  |  |
|  | 0.26 | 0.26 | 0.21 | 1.00 |  |
|  | -0.41 | 0.50 | -0.14 | 0.17 | 1.00 |

Table 2.11 Univariate Diagnostic Statistics for the Australian Data

|  | ARCH(2) | Skewness | Kurtosis | JB |
| :--- | :--- | :--- | :--- | :--- |
| $p^{\text {aur }}$ | 1.134 | 0.214 | 1.470 | 5.96 |
| $p^{\text {sas }}$ | 0.850 | 0.322 | 0.499 | 1.69 |
| exch | 0.528 | 0.755 | 0.969 | 8.18 |
| $\dot{i}^{\text {ü }}$ | 5.279 | 0.359 | 0.351 | 1.62 |
| $i^{\text {cs }}$ | 18.357 | 0.200 | 1.439 | 5.67 |

exogenous for the cointegrating relations and in Chapter 7 we analyse the conditional model, where we have conditioned on the US interest rate as well as the past of all the variables. Obviously for a serious modelling of the data we need to find out what happens to the US interest rate around the period with the large deviation. This will not be attempted here.

We proceed to calculate the eigenvalues in Table 2.12, and see that there are roots very close to 1, but that none of them is close to other points on the unit circle. Thus we conclude that we can continue with the analysis of the VAR with two lags, as the starting-point of a cointegration analysis.
Table 2.12 The Eigenvalues ( Q ) of the Companion Matrix for the Australian Data

| Root | Real | Complex | Modulus |
| :--- | :--- | :--- | :--- |
| $\varrho_{1}$ | 0.9894 | -0.0000 | 0.9894 |
| $\varrho_{2}$ | 0.9128 | 0.1192 | 0.9205 |
| $\varrho_{3}$ | 0.9128 | -0.1192 | 0.9205 |
| $\varrho_{4}$ | 0.7303 | 0.0529 | 0.7322 |
| $\varrho_{5}$ | 0.7303 | -0.0529 | 0.7322 |
| $\varrho_{6}$ | 0.1975 | 0.0000 | 0.1975 |
| $\varrho_{7}$ | 0.1295 | 0.0000 | 0.1295 |
| $\varrho_{8}$ | 0.0600 | 0.3718 | 0.3767 |
| $\varrho_{9}$ | 0.0600 | -0.3718 | 0.3767 |
| $\varrho_{10}$ | -0.2561 | 0.0000 | 0.2561 |

Fig. 2.4. The Australian data in levels and differences


Fig. 2.5. Standardized residuals and histograms for the Australian data


Fig. 2.6. Autocorrelation and cross-correlation functions for the residuals of a $\operatorname{VAR}(2)$ for the Australian data


## 3 Basic Definitions and Concepts

IN this chapter we give the basic definitions of integration, cointegration and common trends, which will be applied in the following. The definitions are essentially those given in Engle and Granger (1987) but have been modified slightly to accommodate the simpler framework that we are working in. It is important that we allow the components of a vector process to be integrated of different orders. The reason for this is that when analysing economic data the variables are chosen for their economic importance and not for their statistical properties. Hence we should be able to analyse for instance stationary as well as non-stationary variables in the same model, in order to be able to describe the long-run relations as well as the short-term adjustments.

### 3.1 Cointegration and Common Trends

Many economic variables are not stationary, and we consider the type of non-stationarity that can be removed by differencing. When modelling this phenomenon one can focus on two aspects of the economy, either the 'stable' economic relations between variables that show less variability than the original variables, or the cumulated disturbances, which create the non-stationarity. The purpose of this section is to give these concepts a precise statistical definition in order to be able to discuss them in detail in a statistical model.

It turns out that it is difficult to give a general definition of the concept of an integrated process without including processes with unwanted properties, and we therefore give a definition that is not so general but which covers exactly the processes that we want. Let in the following $\in$, be a sequence of independent identically distributed $p$-dimensional random variables with mean zero and variance matrix $\Omega$.

DEFINITION 3.1 A linear process is defined by $Y_{t}=\sum_{i=0}^{\infty} C_{i} \varepsilon_{t-i, t} t=0,1, \ldots$ where $C(z)=\sum_{i=0}^{\infty} C_{i} z^{i}$ is convergent for $|z| \leq 1+\delta$ for some $\delta$ $>0$.

Note that the coefficients decrease exponentially fast. In Appendix B some results are given for linear processes, which we need for the probability analysis in Part II.

DEFINITION 3.2 A stochastic process Yphich satisfies that $Y_{t}-E\left(Y_{t}\right)=\sum_{i=0}^{\infty} C_{i} \varepsilon_{t-i} i s$ called $I(0) i j C=\sum_{i=0}^{\infty} C_{i} \neq 0$.
Note that the matrix $C$ can be singular, and in fact it is this property that gives rise to cointegration in the following. As a simple example of a univariate linear process consider the $\operatorname{AR}(1)$ process for $|\varrho|<1$,

$$
X_{1 t}=\sum_{i=0}^{\infty} \rho^{i} \varepsilon_{1 t-i}
$$

The sum of the coefficients is $\sum_{i=0}^{\infty} \rho^{i}=\frac{1}{1-\rho}$, such that the process is $I(0)$. The process

$$
X_{2 t}=\varepsilon_{2 t}-\theta \varepsilon_{2 t-1}
$$

is stationary for all $\theta$, but for $\theta \neq 1$ it is an $I(0)$ process. The process $X_{t}=\left(X_{1,}, X_{2}\right)^{\prime}$ is called an $I(0)$ process even if $\theta=1$ since the $C$-matrix is

$$
\left[\begin{array}{cc}
\frac{1}{1-\rho} & 0 \\
0 & 1-\theta
\end{array}\right] \neq 0, \text { for all } \theta
$$

 is non-zero and in fact has full rank.

Definition 3.3 $A$ stochastic process $X$ is called integrated of order $d, I(d), d=0,1,2, \ldots$ if $\Delta^{d}\left(X_{t}-E(X)\right)$ is $I(0)$.
We only deal with integrated processes that are $I(0), I(1)$, and $I(2)$ in the following. Note that the property of being integrated is related to the stochastic part of the process since we have subtracted the expectation in the definition. The concept of $I(0)$ is defined without regard to deterministic terms like a mean or a trend. Note also that there are no restrictions on the levels of an integrated process, only the differences.

Another aspect of the definition is that we want to describe the two-dimensional process consisting of a random walk and a stationary sequence as an $I(1)$ process thus allowing the component processes to be integrated of different orders. Definition 3.3 has the property that it is invariant to non-singular linear transformations of the process. That is, if $X$, is $I(1)$ and $A$ is a $p \times p$ matrix of full rank then $A X$, is also $I(1)$.

A consequence of the definition is that the stochastic part of an $I(1)$ process $X$, is non-stationary, since if

$$
X_{t}=X_{0}+\sum_{i=1}^{t} Y_{i}
$$

for some $I(0)$ process $Y_{t}=\sum_{i=0}^{\infty} C_{i} \varepsilon_{t-i}$, we can show that $\sum_{i=0}^{\infty} C_{i} \neq 0$ implies that $X_{t}$ is non-stationary. Let $C(z)=\sum_{i=0}^{\infty} C_{i} z^{i}$. We define the function $C^{*}(\Sigma)$ by the expression

$$
C^{*}(z)=\frac{C(z)-C(1)}{1-z}=\sum_{i=0}^{\infty} C_{i}^{*} z^{i}, C_{i}^{*}=-\sum_{j=i+1}^{\infty} C_{j} .
$$

It is shown in Lemma 4.1 that the power series for $C^{*}(\eta)$ is convergent for $|z|<1+\delta$. Thus we have the representation

$$
C(z)=\sum_{i=0}^{\infty} C_{i}+C^{*}(z)(1-z)=C+C^{*}(z)(1-z)
$$

with $C=C(1)=\sum_{i=0}^{\infty} C_{i}$. Next we define the stationary process $Y_{t}^{*}=\sum_{i=0}^{\infty} C_{i}^{*} \varepsilon_{t-i}$ and interpret the relation as a relation for the lag operator $L$ and replace $\approx$ by $L^{i}$ and find

$$
Y_{t}=\sum_{i=0}^{\infty} C_{i} \varepsilon_{t-i}=C \varepsilon_{t}+Y_{t}^{*}-Y_{t-1}^{*}, Y_{t}^{*}=\sum_{i=0}^{\infty} C_{i}^{*} \varepsilon_{t-i}=C^{*}(L) \varepsilon_{t}
$$

Hence

$$
X_{t}=X_{0}+\sum_{i=1}^{t} Y_{i}=X_{0}+C \sum_{i=1}^{t} \varepsilon_{i}+Y_{t}^{*}-Y_{0}^{*}
$$

This process is non-stationary since $Y_{t}=\Delta X_{t}$ is an $I(0)$ process, such that $C \neq 0$. We next discuss stationary linear combinations of the process $X_{r}$. Let therefore $\beta$ be any vector in $R^{p}$, then we have

$$
\beta^{\prime} X_{t}=\beta^{\prime} X_{0}+\beta^{\prime} C \sum_{i=1}^{t} \varepsilon_{i}+\beta^{\prime} Y_{t}^{*}-\beta^{\prime} Y_{0}^{*}
$$

which shows that if we want $\beta^{\prime} X$, to be stationary we must have $\beta^{\prime} C=0$, and then

$$
\beta^{\prime} X_{t}=\beta^{\prime} Y_{t}^{*}+\beta^{\prime} X_{0}-\beta^{\prime} Y_{0}^{*}
$$

This is stationary only if we choose the initial values of the process $\beta^{\prime} X$, properly, that is, if we take $\beta^{\prime} X_{0}=\beta^{\prime} Y_{0}^{*}$, in which case we get

$$
\beta^{\prime} X_{t}=\beta^{\prime} Y_{t}^{*}
$$

The definition of $I(1)$ gives no condition on the initial values or the levels of the process, thus if we want to consider the stationarity of linear combinations of levels we need the extra condition that the initial values can be chosen as indicated.

We apply this idea in the definition of cointegration.

Definition 3.4 Let $X$, be integrated of order 1. We call Xcointegrated with cointegrating vector $\beta \neq 0$ if $\beta^{\prime} X$ can be made stationary by a suitable choice of its initial distribution. The cointegrating rank is the number of linearly independent cointegrating relations, and the space spanned by the cointegrating relations is the cointegrating space.

Note that $\beta^{\prime} X$, need not be $I(0)$, but for AR processes the cointegrating relations we find are in fact $I(0)$, as we shall see in Theorem 4.2. We give some elementary examples which illustrate the notion of integration and cointegration.
Example 3.1 We define the two-dimensional process $X_{0} t=1, \ldots, T$ by

$$
\begin{aligned}
& X_{1 t}=\sum_{i=1}^{t} \varepsilon_{1 i}+\varepsilon_{2 t} \\
& X_{2 t}=a \sum_{i=1}^{t} \varepsilon_{1 i}+\varepsilon_{3 t}
\end{aligned}
$$

Clearly $X_{1}, X_{2}$, and also $X_{\text {, }}$ are $I(1)$ processes. They cointegrate with cointegrating vector $\beta^{\prime}=(a,-1)$ since the linear combination $\beta^{\prime} X_{t}=a X_{1 t}-X_{2 t}=a \varepsilon_{2 t}-\varepsilon_{3 t}$ is stationary. If further

$$
X_{3 t}=\varepsilon_{4 t}
$$

then clearly $X_{31}$ is $I(0)$ but the vector process $X_{1}^{\prime}=\left(X_{1,}, X_{29}, X_{3}\right)$ is an $I(1)$ process now with two cointegrating vectors given by $(a,-1,0)$ and $(0,0,1)$. Thus we allow, with a slight abuse of language, for unit vectors as cointegrating vectors, and see that by including a stationary variable in the process we increase the dimension of the cointegrating space by one.
Example 3.2 Let us define the three-dimensional process

$$
\begin{aligned}
& X_{1 t}=\sum_{i=1}^{t} \sum_{j=1}^{i} \varepsilon_{1 j}+\sum_{i=1}^{t} \varepsilon_{2 i}, \\
& X_{2 t}=a \sum_{i=1}^{t} \sum_{j=1}^{i} \varepsilon_{1 j}+b \sum_{i=1}^{t} \varepsilon_{2 i}+\varepsilon_{3 t}, \\
& X_{3 t}=c \sum_{i=1}^{t} \varepsilon_{2 i}+\varepsilon_{4 t .}
\end{aligned}
$$

In this case $X_{1}$ and $X_{2}$ are $I(2)$ processes, whereas $X_{3}$ is an $I(1)$ process. Hence the process $X^{\prime}=\left(X_{1}, X_{2}, X_{3}\right)$ is $I(2)$, and cointegrates since

$$
a X_{1 t}-X_{2 t}=(a-b) \sum_{i=1}^{t} \varepsilon_{2 i}-\varepsilon_{3 t}
$$

is $I(1)$, and

$$
a c X_{1 t}-c X_{2 t}-(a-b) X_{3 t}=-c \varepsilon_{3 t}-(a-b) \varepsilon_{4 t}
$$

is $I(0)$. Thus $(a,-1,0)$ is a cointegrating vector that changes the order of the process from two to one, whereas $[a c,-c,-(a-b)]$ changes the order from two to zero. Another possibility is to define the process as follows

$$
X_{3 t}=c \sum_{i=1}^{t} \sum_{j=1}^{i} \varepsilon_{2 j}+\varepsilon_{4 t} .
$$

In this case a different phenomenon appears since while $a X_{1 t}-X_{2 t}$ is still $I(1)$, stationarity can be achieved by calculating

$$
c\left(a X_{1 t}-X_{2 t}\right)-(a-b) \Delta X_{3 t}=-c \varepsilon_{3 t}-(a-b) \Delta \varepsilon_{4 t}
$$

Thus differences of $X_{3}$, are needed to remove the non-stationarity from the process $a X_{14}-X_{2 r}$. This phenomenon is called polynomial cointegration and will be discussed briefly below.
Consider the following general process that illustrates the various possibilities in $p$ dimensions for $d=2$ :

$$
\begin{equation*}
X_{t}=C_{2} \sum_{s=1}^{t} \sum_{i=1}^{s} \varepsilon_{i}+C_{1} \sum_{i=1}^{t} \varepsilon_{i}+I_{0}+I_{1} t+\frac{1}{2} I_{2} t^{2}+Y_{t, t} t=1,2, \ldots \tag{3.1}
\end{equation*}
$$

Here $\varepsilon_{\text {}}$ are as above and $Y$, is a linear process. Clearly $X$, is $I(2)$ if $C_{2} \neq 0$, since it is non-stationary and differencing it twice makes it $I(0)$. Note, however, that if $C_{2}=0$, then the presence of the quadratic trend implies that we still need to difference it twice to make it $I(0)$. We prefer to call such a process an $I(1)$ process with a quadratic trend, since the stochastic trend needs only one differencing.

The moving average representation (3.1) is a useful way of modelling the variation of the economic data through the matrices $C_{1}$ and $C_{2}$ as the results of the influence of its unobserved common trends given by the cumulated sums of $\varepsilon$. It is furthermore very convenient for describing the properties of the process, the mean and covariance functions can be calculated and the cointegration properties are easily illustrated, as will now be discussed. The asymptotic properties too are simple consequences of (3.1).
Granger (1981) used this representation to note that if we take linear combinations $\beta$, such that $\beta^{\prime} C_{2}=0$, then the order of integration of the process is reduced from 2 to 1 . He coined the phrase cointegration and denoted it $\mathrm{CI}(2,1)$ in this case. The idea is to describe the 'stable' relations in the economy by linear relations that are more stationary than the original variables.

Definition 3.5 The $I(d)$ process Xis called cointegrated $C I(d, b)$ with cointegrating vector $\beta \neq 0$ if $\beta^{\prime} X$ is $I(d-b), b=1, \ldots, d$, $d=1, \ldots$

Thus the class $\mathrm{CI}(1,1)$ are the integrated processes that are $I(1)$ and which cointegrate to $I(0)$. In general we can have cointegration to stationarity but we mainly meet processes that are $\mathrm{CI}(1,1)$ when working with auto-regressive processes. If in (3.1) we can find $\beta$ such that $\beta^{\prime} C_{1}=\beta^{\prime} C_{2}=0$, then clearly $\beta^{\prime} X^{\prime}$, is stationary apart from its quadratic trend. Thus the stochastic variation has been reduced to stationarity. We call $\beta^{\prime} X$, trend stationary (with a quadratic trend). Thus cointegration is a consequence of reduced rank of the matrices $C_{1}$ and $C_{2}$. If we find two vectors $\beta_{0}$ and $\beta_{1}$, such that $\beta_{0}^{\prime} C_{2}=0$, and such that $\beta_{0}^{\prime} C_{1}+\beta_{1}^{\prime} C_{2}=0$, then, disregarding the deterministic terms,

$$
\begin{aligned}
& \beta^{\prime}{ }_{0} X_{t}+\beta^{\prime}{ }_{1} \Delta X_{t} \\
& =\beta^{\prime}{ }_{0} C_{2} \sum_{s=1}^{t} \sum_{i=1}^{s} \varepsilon_{i}+\left(\beta^{\prime}{ }_{0} C_{1}+\beta^{\prime}{ }_{1} C_{2}\right) \sum_{s=1}^{t} \varepsilon_{s}+\beta^{\prime}{ }_{0} Y_{t}+\beta^{\prime}{ }_{1} C_{1} \varepsilon_{t}+\beta^{\prime}{ }_{1} \Delta Y_{t},
\end{aligned}
$$

which is stationary by the choice of $\beta_{0}$ and $\beta_{1}$. Thus the levels $X_{\text {, }}$ are reduced to $I(1)$ by the coefficients $\beta_{0}$, and these linear combinations then cointegrate with the differences through the linear combinations $\beta_{1}^{\prime}, \Delta X$, which also form an $I(1)$ process. This phenomenon is called polynomial cointegration, see Engle and Yoo (1991), Granger and Lee (1989), Gregoir and Laroque (1993), and Johansen (1988a, 1992a). This will be exemplified for $I(2)$ processes in Chapter 4.

Definition 3.6 The $I(2)$ process Xis called polynomially cointegrated if there exist $\beta_{0} \neq 0$, and $\beta_{1} \neq 0$, such that $\beta_{0}^{\prime} X_{1}+\beta_{1}^{\prime} \Delta X$ is stationary.

The representation (3.1) models the variables by common trends, and the reduced rank of the coefficient matrices $C_{1}$ and $C_{2}$ ensures that the variables cointegrate, since by suitable linear combinations the common trends can be eliminated, thereby creating the 'stable' economic relations. Another way of modelling cointegrating variables is through the error correction models.

An example of a reduced form error correction model is given by the equations

$$
\begin{equation*}
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\mu+\varepsilon_{t, t}=1, \ldots, T \tag{3.2}
\end{equation*}
$$

with initial value $X_{0}$, where $\alpha$ and $\beta$ are $p \times r$ matrices. One motivation for this model is to consider the relation $\beta^{\prime} X_{t}=$ $E\left(\beta^{\prime} X\right)=c$ as defining the underlying economic relations, and assume that the agents react to the disequilibrium error $\beta^{\prime} X_{t-1}-c$ through the adjustment coefficient $\alpha$, to bring back the variables on the right track, that is, such that they satisfy the economic relations.

Together with a matrix $\alpha$ of dimension $p \times r$ and full rank we consider another matrix $\alpha_{\perp}$ of full rank and dimension $p \times(p-r)$ such that $\alpha^{\prime} \alpha_{\perp}=0$. Then $\operatorname{rank}\left(\alpha, \alpha_{\perp}\right)=p$. The matrix $\alpha_{\perp}$ is not uniquely defined, but
whenever we use it the conclusions do not depend on which version we choose. Note the beautiful relation

$$
\beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}+\alpha\left(\beta^{\prime} \alpha\right)^{-1} \beta^{\prime}=I
$$

which expresses that if $\beta^{\prime} \alpha$ has full rank then any vector $v$ in $R^{p}$ can be decomposed into a vector in $v_{1} \in s p\left(\beta_{1}\right)$ and a vector in $v_{2} \in s p(\alpha)$ :

$$
v=v_{1}+v_{2}=\beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime} v+\alpha\left(\beta^{\prime} \alpha\right)^{-1} \beta^{\prime} v
$$

It is not difficult to show, see also Theorem 4.2, that if $\alpha_{\perp}^{\prime} \beta_{\perp}$ has full rank then one can solve (3.2) and find a representation of the form (3.1):

$$
X_{t}=C \sum_{i=1}^{t} \varepsilon_{i}+I_{0}+I_{1} t+Y_{t}
$$

where

$$
\begin{equation*}
C=\beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime} \text { and } r_{1}=C \mu, \tag{3.3}
\end{equation*}
$$

whereas the value of $\tau_{0}$ depends on initial conditions. To see this multiply equation (3.2) by $\beta^{\prime}$ and let $U_{1}=\beta^{\prime} X_{\text {, }}$. Then we get the equation

$$
U_{t}=\left(I+\beta^{\prime} \alpha\right) U_{t-1}+\beta^{\prime} \mu+\beta^{\prime} \varepsilon_{t}
$$

such that the $r$-dimensional process $U$, is stationary if the matrix $\left(I+\beta^{\prime} \alpha\right)$ has its eigenvalues inside the unit circle. In this case we find the stationary representation from Theorem 2.2

$$
\beta^{\prime} X_{t}=\sum_{i=0}^{\infty}\left(I+\beta^{\prime} \alpha\right)^{i} \beta^{\prime}\left(\varepsilon_{t-i}+\mu\right)
$$

Multiplying (3.2) by $\alpha_{\perp}^{\prime}$ we get the equation

$$
\alpha^{\prime}{ }_{\perp} \Delta X_{t}=\alpha_{\perp}^{\prime} \varepsilon_{t}+\alpha_{\perp}^{\prime} \mu,
$$

which has solution $\alpha^{\prime}{ }_{\perp} X_{t}=\alpha^{\prime}{ }_{\perp} X_{0}+\sum_{i=1}^{t} \alpha^{\prime}{ }_{\perp}\left(\varepsilon_{i}+\mu\right)$. Combining these results we find

$$
\begin{aligned}
& X_{t}=\left(\beta_{\perp}\left(\alpha^{\prime}{ }_{\perp} \beta_{\perp}\right)^{-1} \alpha^{\prime}{ }_{\perp}+\alpha\left(\beta^{\prime} \alpha\right)^{-1} \beta^{\prime}\right) X_{t} \\
& =C X_{0}+C \sum_{i=1}^{t}\left(\varepsilon_{i}+\mu\right)+\alpha\left(\beta^{\prime} \alpha\right)^{-1} \sum_{i=0}^{\infty}\left(I+\beta^{\prime} \alpha\right)^{i} \beta^{\prime}\left(\varepsilon_{t-i}+\mu\right)
\end{aligned}
$$

This is an instance of the celebrated representation theorem by Granger, see Engle and Granger (1987), which is just a way of finding the moving average representation from the autoregressive representation, and vice versa, when there are $I(1)$ variables in the system.

Fig. 3.1. The process $X_{\text {t }}$ is pushed along the attractor set by the common trends and pulled towards it by the adjustment coefficients


It is seen from this representation that the non-stationarity in the process $X_{t}$ is created by the cumulative sum of the $\varepsilon$, but from the expression for $C$ it is seen that only the combinations $a^{\prime}{ }_{\perp} \Sigma_{i=1}^{t} \varepsilon_{i}$ enter the processes. This gives rise to the following definition:

DEFINITION 3.7 The common trends in (3.2) are the variablesa' $\perp \Sigma_{i=1}^{t} \varepsilon_{i}$.
The error correction model (3.2), which is constructed around the disequilibrium errors as error correction terms, and the moving average model (3.1) that is constructed in terms of unobserved common trends, are of course complementary, in the sense that the two approaches are mathematically equivalent, but they may appeal to different types of intuition.

The picture that one should have in mind is that the cumulated disturbances, $\alpha^{\prime} \perp \Sigma_{i=1}^{t} \varepsilon_{i}$, push the economic variables around in the space spanned by $\beta_{1}$, the attractor set. The agents react to these forces and create economic variables that move around the common trends following the economic 'laws' or structural relations $\beta^{\prime} X_{t}=E\left(\beta^{\prime} X\right)$ in the sense that the variables react to the disequilibrium errors $\beta^{\prime} X_{,}-E\left(\beta^{\prime} X_{)}\right)$through the adjustment coefficients $\alpha$ and are forced back towards the attractor set.

Thus the long-run relations $\beta^{\prime} X_{t}=E\left(\beta^{\prime} X_{t}\right)$ are not relations that are satisfied in the limit as $t \rightarrow \infty$, or relations between levels of variables in equilibrium, but they are relations between the variables in the economy, as described by the statistical model, which show themselves in the adjustment behaviour of the agents in the sense that the agents try to force the variables back towards the attractor set defined by the relations.

There are many ways of interpreting the attractor set. It is a consequence of the equations, that the system, if left to itself by letting $\varepsilon_{\leftarrow+b}=0, h=1,2, \ldots$,
will converge to a point on the attractor set. Another way of thinking about the attractor set is that again if the noise is shot off and we place $X_{,}$in the attractor set, then $X_{\mu+b}$ stays there, hence there is no inherent tendency to move away once the attractor is reached.

It must be emphasized that the picture above is only valid for model (3.2) where the short-term dynamics have been left out. See Example 4.3 for an example where none of the variables reacts with a coefficient with a reasonable sign, despite the fact that the process is actually cointegrating, and exercise 4.3 for an example where $\alpha_{1}^{\prime} X_{\text {, is stationary }}$, which shows that we cannot replace the common trends $\alpha^{\prime}{ }_{\perp} \Sigma_{i=1}^{t} \varepsilon_{i}$ by $\alpha_{\perp}^{\prime} X_{r}$. We return to the problem of how to choose linear combinations of the levels to represent common trends after the representation given in Theorem 4.2.
The notion of common trend and cointegrating relation appear side by side and are of course two sides of the same coin. This will be apparent in the following, where $\beta$ and $\alpha_{\perp}$ can always be treated in a similar manner. There is, however, one aspect in which the two concepts are radically different. The cointegrating relations enjoy the property that if the information set is increased by adding new variables, then the cointegrating relations that we found for the smaller information set correspond naturally to cointegrating relations in the larger set where the new variables have a zero coefficient. An unanticipated shock in a small system which forms the basis of the common trend need not be unanticipated in a larger system, since the unobserved shock in the small system could depend on the added variable, in which case it would not be an unanticipated shock anymore, and hence the definition of the common trend has changed, see Hendry (1995).

### 3.2 Exercises

## 3.1

Let

$$
\begin{aligned}
& X_{1 t}=\sum_{i=1}^{t} \varepsilon_{1 i}+\varepsilon_{2 t,} \\
& X_{2 t}=\frac{1}{2} \sum_{i=1}^{t} \varepsilon_{1 i}+\varepsilon_{3 t}, \\
& X_{3 t}=\varepsilon_{2 t} .
\end{aligned}
$$

Show that $(1,-2,0)$ and $(0,0,1)$ are cointegrating vectors for the $I(1)$ process $X_{\text {. }}^{\text {. }}$

## 3.2

Let

$$
\begin{aligned}
X_{1 t} & =\sum_{i=1}^{t} \sum_{j=1}^{i} \varepsilon_{1 j}+\sum_{i=1}^{t} \varepsilon_{2 i}+\varepsilon_{3 t}, \\
X_{2 t} & =\sum_{i=1}^{t} \sum_{j=1}^{i} \varepsilon_{1 j}-\sum_{i=1}^{t} \varepsilon_{2 i}+\varepsilon_{3 t,}, \\
X_{3 t} & =\sum_{i=1}^{t} \varepsilon_{1 i}+\sum_{i=1}^{t} \varepsilon_{2 i}+\varepsilon_{3 t} .
\end{aligned}
$$

Show that $X$ is $I(2)$ and that $X_{1 t}-X_{2 t}$ is $I(1), X_{1 t}-X_{2 t}-2 X_{3 t}$ is $I(1)$ while $X_{1 t}-X_{2 t}-2 X_{3 t}+2 \Delta X_{1 t}$ is stationary.

## 3.3

Consider the simple process $X_{t}=\varepsilon_{\text {. }}$

1. Show that $X$, is $I(0)$.

Define $Y_{t}=\Delta X_{t}$.
2. Show that $Y$, is stationary but that it is not $I(0)$.
3. Show now in general that if $X$, is $I(0)$, then $\Delta X$, is not $I(0)$, and neither is $\Delta^{d} X, d=1,2, \ldots$

One could in this case call $\Delta^{d} X$, an $I(-d)$ process.
Note that we have shown that if $X$, is $I\left(d_{1}\right)$ and $I\left(d_{2}\right)$ then $d_{1}=d_{2}$, and further that $I(0)$ does not include all the stationary processes. The processes in the union of $I(-d), d=1,2, \ldots$ are also stationary.

## 3.4

Let $Z_{1 t}=\sum_{i=1}^{t} \varepsilon_{1 i}$, and $Z_{2 t}=\varepsilon_{2 r}$

1. Show that $Z_{2 t}$ is $I(0)$, and that $Z_{1 t}$ and $Z_{t}=Z_{1 t}+Z_{2 t}$ are $I(1)$.
2. Show now in general that if $X$, is $I\left(d_{1}\right)$ and $Y$, is $I\left(d_{2}\right)$, where $d_{1}=0,1, \ldots, d_{2}=0,1, \ldots$, and $d_{1} \neq d_{2}$, then $X_{t}+Y_{\text {, }}$ is $I(d)$ where

$$
d=\max \left(d_{1}, d_{2}\right)
$$

## 3.5

Consider the autoregressive process $X$, defined by

$$
\begin{aligned}
& \Delta X_{1 t}=-\frac{1}{2}\left(X_{1 t-1}-X_{2 t-1}\right)+\varepsilon_{1 t} \\
& \Delta X_{2 t}=\varepsilon_{2 t}
\end{aligned}
$$

Find an expression for $X_{\text {, }}$ as a function of $X_{0}, \varepsilon_{1}, \ldots, \varepsilon_{,}$, Show that $X_{1 t}-X_{2 t}$ can be given an initial distribution such that it becomes stationary.

## 3.6

Consider the equations

$$
\begin{aligned}
& \Delta X_{1 t}=-\frac{1}{2}\left(X_{1 t-1}-X_{2 t-1}\right)+\varepsilon_{1 t} \\
& \Delta X_{2 t}=\frac{1}{4}\left(X_{1 t-1}-X_{2 t-1}\right)+\varepsilon_{2 t}
\end{aligned}
$$

Solve the equations for $X_{1,}$ and $X_{2 \text {, }}$ and show by direct calculation that $X_{1 t}-X_{2 t}$ is stationary, while the processes $X_{1 t}$ and $X_{2}$ are non-stationary. (Hint: find an equation for $X_{1,}-X_{2 t}$ and another for $X_{1,}+2 X_{2 r}$ )
What happens if you replace $\frac{1}{4}$ by $-\frac{1}{4}$ ?

## 3.7

Under the assumption that $\beta^{\prime} \alpha$ has full rank show that

1. $\left(\alpha, \beta_{1}\right)$ and $\left(\beta, \alpha_{1}\right)$ has full rank.
2. $\alpha_{\perp}^{\prime} \beta_{\perp}$ has full rank.

Let $x=\alpha x_{1}+\beta_{1} x_{2}$.
3. Show that

$$
\begin{aligned}
& x_{1}=\left(\beta^{\prime} \alpha\right)^{-1} \beta^{\prime} x \\
& x_{2}=\left(\alpha^{\prime}{ }_{\perp} \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime} x
\end{aligned}
$$

and hence

$$
I=\alpha\left(\beta^{\prime} \alpha\right)^{-1} \beta^{\prime}+\beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}
$$

## 3.8

Consider the model

$$
\begin{equation*}
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\mu+\varepsilon_{t, t} t=1, \ldots, T \tag{3.4}
\end{equation*}
$$

Show that if $\left|\operatorname{eig}\left(I+\beta^{\prime} \alpha\right)\right|<1$, then $X$, has the representation

$$
X_{t}=\left(I-\alpha\left(\beta^{\prime} \alpha\right)^{-1} \beta^{\prime}\right)\left(X_{0}+\sum_{i=1}^{t} \varepsilon_{i}+\mu t\right)+Y_{t}
$$

where $Y$, is a stationary process. [Hint: multiply (3.4) by $\beta^{\prime}$ and solve for $\beta^{\prime} X_{\text {o }}$, then insert it into (3.4) and sum over t.]

## 4 Cointegration and Representation of Integrated Variables

THIS chapter contains the mathematical and algebraic results needed to understand the properties of $I(1)$ and $I(2)$ processes generated by autoregressive and moving average models. The basic result which is applied throughout is Theorem 4.2, which solves the problem of giving necessary and sufficient conditions on the coefficients of the autoregressive model for the process to be integrated of order 1. For this purpose we reparametrize the VAR model as an error correction model and introduce the matrices ( $\Pi, \Gamma, \varnothing$ ) which will be important for the subsequent discussion of the models. In section 4.1 we give the conditions for the solution of the autoregressive equations to be an $I(1)$ process and derive its moving average representation. In section 4.2 we show the opposite result that a process defined by its moving average representation as an $I(1)$ process with cointegration can be represented as the solution of an (infinite order) autoregressive set of equations. In section 4.3 we give the representation theorem for $I(2)$ variables.

### 4.1 From AR to MA Representation for I(1) Variables

We consider again the $p$-dimensional autoregressive process $X$, defined by the equations (2.1) but written in error correction form

$$
\begin{equation*}
\Delta X_{t}=\Pi X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\Phi D_{t}+\varepsilon_{t, t}=1, \ldots, T \tag{4.1}
\end{equation*}
$$

for fixed values of $X_{-k+1}, \ldots, X_{0}$, and independent identically distributed errors $\varepsilon_{.}$. Here $\Pi=\sum_{i=1}^{k} \Pi_{i}-I$ and $\Gamma_{i}=-\sum_{j=i+1}^{k} \Pi_{j}$ and for later use we define $\Gamma=I-\sum_{i=1}^{k-1} \Gamma_{i}$.

This way of reparametrizing the model is convenient for the following. For a process with two lags the explicit calculation is

$$
\begin{aligned}
& X_{t}-X_{t-1}=\left(\Pi_{1}-I\right) X_{t-1}+\Pi_{2} X_{t-2}+\Phi D_{t}+\varepsilon_{t} \\
& =\left(\Pi_{1}+\Pi_{2}-I\right) X_{t-1}-\Pi_{2}\left(X_{t-1}-X_{t-2}\right)+\Phi D_{t}+\varepsilon_{t}
\end{aligned}
$$

This is a special case of the general form (4.1). From now on only the form (4.1) will be applied for the analysis of $I(1)$ processes.

Before formulating the main result we consider two examples.
ExAmple 4.1 Let the process $X_{,}, t=1, \ldots, T$, be defined by the error correction model

$$
\begin{aligned}
& \Delta X_{1 t}=\alpha_{1}\left(X_{1 t-1}-X_{2 t-1}\right)+\varepsilon_{1 t,} \\
& \Delta X_{2 t}=\varepsilon_{2 t} .
\end{aligned}
$$

Subtracting these equations we find

$$
X_{1 t}-X_{2 t}=\left(1+\alpha_{1}\right)\left(X_{1 t-1}-X_{2 t-1}\right)+\varepsilon_{1 t}-\varepsilon_{2 t},
$$

and hence by Theorem 2.1 it follows that

$$
X_{1 t}-X_{2 t}=\sum_{i=0}^{t-1}\left(1+\alpha_{1}\right)^{i}\left(\varepsilon_{1 t-i}-\varepsilon_{2 t-i}\right)+\left(1+\alpha_{1}\right)^{t}\left(X_{10}-X_{20}\right)
$$

and

$$
X_{2 t}=X_{20}+\sum_{i=1}^{t} \varepsilon_{2 i}
$$

If $-2<\alpha_{1}<0$ we can choose $X_{12}-X_{22}$ to be stationary by choosing the initial values $X_{10}-X_{20}$ to have their invariant distribution. If this is expressed as

$$
X_{10}-X_{20}=\sum_{i=0}^{\infty}\left(1+\alpha_{1}\right)^{i}\left(\varepsilon_{1 .-i}-\varepsilon_{2 .-i}\right)
$$

we find

$$
X_{1 t}-X_{2 t}=\sum_{i=0}^{\infty}\left(1+\alpha_{1}\right)^{i}\left(\varepsilon_{1 t-i}-\varepsilon_{2 t-i}\right)
$$

Thus $X_{1 t}$ and $X_{2 t}$ and hence $X_{t}$ are $I(1)$ with cointegrating vector $(1,-1)$ if and only if $-2<\alpha_{1}<0$. If $\alpha_{1}=0$ we get an $I(1)$ process consisting of two random walks that do not cointegrate, and if $\left|1+\alpha_{1}\right|>1$ then the process becomes explosive. If $\alpha_{1}=-2$ we get a non-stationary process which is not $I(1)$. Thus the properties of the process depend on the choice of parameter values.

Example 4.2 Let $X_{\imath}, t=1, \ldots, T$, be defined by

$$
\begin{aligned}
& \Delta X_{1 t}=\varepsilon_{1 t,} \\
& \Delta X_{2 t}=X_{1 t-1}+\varepsilon_{2 t}
\end{aligned}
$$

These equations can be solved for

$$
X_{1 t}=\sum_{i=1}^{t} \varepsilon_{1 i}+X_{10}
$$

and

$$
X_{2 t}=X_{20}+\sum_{i=1}^{t}\left(X_{1 i-1}+\varepsilon_{2 i}\right)=X_{20}+\sum_{i=1}^{t} \varepsilon_{2 i}+\sum_{i=1}^{t} \sum_{j=1}^{i-1} \varepsilon_{1 j}+t X_{10}
$$

Thus this simple autoregressive model with only one lag can generate an $I(2)$ process. Note that the initial value $X_{10}$ generates a linear trend in the process.
The conclusion that can be drawn from these examples is that some conditions are needed on the coefficients to determine what are the properties of a process generated by an autoregressive model.
In the following we apply an expansion of a power series at the point 1 given in
LEMMA 4.1 LetC $(z)=\sum_{i=0}^{\infty} z^{i} C_{i} b e$ convergent for $|z|<1+\delta$ for some $\delta>0$, and defin$e C_{i}^{*}=-\sum_{j=i+1}^{\infty} C_{j, i} i=0,1, \ldots \operatorname{and}^{*}(z)=\sum_{i=0}^{\infty} z^{i} C_{i}^{*}$. Then $C^{*}(\approx)$ is convergent for $|₹|<1+\delta$ and

$$
\begin{equation*}
C(z)=C(1)+(1-z) C^{*}(z) \tag{4.2}
\end{equation*}
$$

Further it holds that $C^{*}(1)=-\left.\frac{d C(z)}{d z}\right|_{z=1}=-\sum_{i=1}^{\infty} i C_{i}$. If $C(₹)$ is a polynomial, then so is $C^{*}(\vartheta)$.
Proof Since the coefficients $C_{i}$ are exponentially decreasing the same holds for $C_{i}^{*}$, such that $C^{*}(\vartheta)$ has (at least) the same radius of convergence. Identifying coefficients in (4.2) we find

$$
\begin{aligned}
& C_{0}=C(1)+C_{0}^{*} \\
& C_{i}=C_{i}^{*}-C_{i-1}^{*}, i=1,2, \ldots
\end{aligned}
$$

which has solution $c_{i}^{*}=-\sum_{j=i+1}^{\infty} c_{j}$. It follows from (4.2) that

$$
C^{*}(1)=-\frac{d C(z)}{d z} I_{z=1}=-\sum_{i=0}^{\infty} i C_{i}=\sum_{i=0}^{\infty} C_{i}^{*}
$$

Note that if $C(\vartheta)$ is a polynomial then the entries in the matrix polynomial $C(\vartheta)-C(1)$ are polynomials too, with the property that they have a zero at $z=1$. Hence each can be factorized as $(1-\varepsilon)$ times a polynomial. Thus if $C(z)$ is a polynomial then so is $C^{*}(\mathbb{\imath})$, see (2.7).

Below we formulate the main result in this chapter, but first we need some notation. The characteristic polynomial for the process $X$, given in (4.1) is

$$
A(z)=(1-z) I-\Pi z-\sum_{i=1}^{k-1} \Gamma_{i}(1-z) z^{i}
$$

Note that $A(1)=-\Pi$ and that

$$
\dot{A}(1)=\left.\frac{d}{d z} A(z)\right|_{z=1}=-\Pi-I+\sum_{i=1}^{k-1} \Gamma_{i}=-\Pi-\Gamma
$$

Expanding the polynomial around $₹=1$, we apply Lemma 4.1 twice and find that we can define

$$
A^{* *}(z)=\frac{A(z)-A(1)-A(1)(z-1)}{(1-z)^{2}}
$$

such that

$$
A(z)=-\Pi+(\Gamma+\Pi)(1-z)+A^{* *}(z)(1-z)^{2}
$$

where $A^{* *}(\neg)$ is a polynomial. If in this expression we replace $\approx$ by $L^{i}$ and $1-z$ by $\Delta=1-L$ we can write the equation for $X_{t}$ as

$$
\begin{equation*}
A(L) X_{t}=-\Pi X_{t}+(\Gamma+\Pi) \Delta X_{t}+A^{* *}(L) \Delta^{2} X_{t}=\varepsilon_{t}+\Phi D_{t} \tag{4.3}
\end{equation*}
$$

The conditions of Theorem 4.2 below (known as Granger's representation theorem), are expressed in terms of the parameters $\Pi$ and $\Gamma$, that is, the value of $A(\cdot)$ at $z=1$ and the derivative of $A(\cdot)$ at $z=1$.
If $A(\approx)$ has no roots with modulus $\leq 1$ the process $X_{t}$ becomes stationary, and since we here want to describe $I(1)$ processes, we allow roots at the point $z=1$, see Assumption 1, p. 14.
If we allow for unit roots, then $\Pi=-A(1)$ has to be singular. A singular matrix of rank $r$, say, has the representation $\Pi=\alpha \beta^{\prime}$ for some $p \times r$ matrices $\alpha$ and $\beta$. To see this let $\beta^{\prime}$ denote $r$ linearly independent rows of $\Pi$ and let $\alpha$ denote the coefficients that are needed to write the rows of $\Pi$ as linear combinations of the rows $\beta^{\prime}$, then $\Pi=\alpha \beta^{\prime}$. Recall that if $\beta$ is any $p \times r$ matrix of full rank, we define $\beta_{\perp}$ as a $p \times(p-r)$ matrix of full rank, such that $\beta^{\prime} \beta_{\perp}=0$. An explicit construction of $\beta_{\perp}$ can be given as follows: let $c$ be the $p \times r$ matrix $c=(I, 0)^{\prime}$, where $I_{r}$ is an $r \times r$ identity matrix, and choose $c_{1}=\left(0, I_{p-1}\right)^{\prime}$. Then one can take

$$
\beta_{\perp}=\left(I_{p}-c\left(\beta^{\prime} c\right)^{-1} \beta^{\prime}\right) c_{\perp}
$$

This definition works for any matrix $c$ for which $\beta^{\prime} c$ has full rank. For mathematical convenience we define $\beta_{\perp}=0$ if $\beta$ has full rank $p$, and define
$\beta_{\perp}=I_{p}$ if $\beta$ has rank 0 . Further we define $\bar{\beta}=\underline{\beta}\left(\beta^{\prime} \beta\right)^{-1}$, such that the projection on the space spanned by the columns of $\beta$ is $P_{\beta}=\beta\left(\beta^{\prime} \beta\right)^{-1} \beta^{\prime}=\beta \overline{\beta^{\prime}}=\bar{\beta} \beta^{\prime}$, and $\beta^{\prime} \bar{\beta}=\bar{\beta}^{\prime} \beta=I$, These normalizations will be discussed in more detail in section 13.2.

THEOREM 4.2 If $|A(\approx)|=0$ implies that $|z|>1$ or $₹=1$, and $\operatorname{rank}(\Pi)=r<p$, then there exist $p \times r$ matrices $\alpha$ and $\beta$ of rank. $r$ such that

$$
\begin{equation*}
\Pi=\alpha \beta^{\prime} \tag{4.4}
\end{equation*}
$$

A necessary and sufficient condition that $\Delta X_{t}-E(\Delta X)$ and $\beta^{\prime} X_{,}-E\left(\beta^{\prime} X,\right)$ can be given initial distributions such that they become $I(0)$ is that

$$
\begin{equation*}
\left|-\alpha_{\perp}^{\prime} \dot{A}(1) \beta_{\perp}\right|=\left|\alpha^{\prime}{ }_{\perp} \Gamma \beta_{\perp}\right| \neq 0 . \tag{4.5}
\end{equation*}
$$

In this case the solution of (4.1), $X$, bas the representation

$$
\begin{equation*}
X_{t}=C \sum_{i=1}^{t}\left(\varepsilon_{i}+\Phi D_{i}\right)+C_{1}(L)\left(\varepsilon_{t}+\Phi D_{t}\right)+A \tag{4.6}
\end{equation*}
$$

where $A$ depends on initial values, such that $\beta^{\prime} A=0$, and where $C=\beta_{\perp}\left(\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}$. It follows that Xis a cointegrated $I(1)$ process with cointegrating vectors $\beta$. The function $C_{1}(\vartheta)$ satisfies

$$
\begin{equation*}
A^{-1}(z)=C \frac{1}{1-z}+C_{1}(z), z \neq 1 \tag{4.7}
\end{equation*}
$$

where the power series for $C_{1}(\vartheta)$ is convergent for $|₹|<1+\delta$ for some $\delta>0$.
The solution of equation (4.1) contains contributions from the $\varepsilon$ and from the initial values. Since some linear combinations of the $X$, as well as $\Delta X$, can be made stationary by suitable choices of the initial distribution the representation (4.6) only contains part of the initial values. Thus for instance if the process has one random walk component and one stationary component, then the representation (4.6) only contains the initial value of the random walk. Instead of all the initial values $X_{-k+1}, \ldots, X_{0}$ only $X_{0}$ is present because $\Delta X$, has been represented as a stationary process. Thus it is not a representation of the process given the initial value $X_{0}$, but a representation that includes as little as possible of the initial values.

It is an immediate consequence of the representation (4.6) that $\beta^{\prime} X_{-}-E\left(\beta^{\prime} X\right)$ is stationary, since $\beta^{\prime} C=0$, and in fact $\beta^{\prime} C_{1}(L)\left(\varepsilon_{t}+\Phi D_{t}\right)$ is a representation of the disequilibrium error $\beta^{\prime} X_{\text {. }}$. The matrix $C$ plays an important role for the understanding of the $I(1)$ models. For large $t$ the random walk dominates the stochastic component of $X$, and the variance is given by the so-called long-run variance $C \Omega C$. This matrix is singular,
and in fact the null space is the directions determined by $\beta$, the stationary components. One can interpret the matrix $C$ as indicating how the common trends $\alpha^{\prime}{ }_{\perp} \Sigma_{i=1}^{t} \varepsilon_{i}$ contribute to the various variables through the matrix $\beta_{1}$. Another interpretation is that a random shock to the first equation, say, at time $t=1$ gives rise to short-run random effects as represented by the coefficients of $C_{1}(L)$ which die out over time, and a long-run effect given by $C \varepsilon_{11}$. This permanent effect is orthogonal to $\beta$ such that the process is shifted to another position on the attractor. Thus the coefficients of the cointegrating relation cannot usually be interpreted as elasticities, even if the variables are in logs, since a shock to one variable implies a shock to all variables in the long run, and hence the coefficients do not in general allow a ceteris paribus interpretation, see Lütkepohl (1994).
Proof There is no loss of generality in setting $\Phi=0$. The idea of the proof is to apply Theorem 2.2 for stationary processes to $Z_{t}=\beta^{\prime} X_{t}$ and $U_{t}=\beta_{\perp}^{\prime} \Delta X_{\text {, }}$, which, if the theorem is correct, will be stationary. We find the expressions

$$
\Delta X_{i}=\left(P_{\beta_{\perp}}+P_{\beta}\right) \Delta X_{i}=\bar{\beta}_{\perp} U_{i}+\bar{\beta} \Delta Z_{i}
$$

Summing from $i=1, \ldots, t$ we get

$$
\begin{equation*}
X_{t}=\bar{\beta}_{\perp} \sum_{i=1}^{t} U_{i}+\bar{\beta}_{Z_{t}}+X_{0}-\bar{\beta} Z_{0}=\bar{\beta}_{\perp} \sum_{i=1}^{t} U_{i}+\bar{\beta} Z_{t}+P_{\beta_{\perp}} X_{0} \tag{4.8}
\end{equation*}
$$

This shows that if the process $\tilde{X}_{t}=\left(Z_{t}^{\prime}, U^{\prime} t\right)^{\prime}$ is stationary the results will follow. Note that $Z$, is $r$-dimensional and $U_{t}$ is ( $p-r$ )-dimensional, and that

$$
\tilde{X}_{t}^{\prime}=\left(X_{t}^{\prime} \beta, \Delta X_{t}^{\prime} \beta_{\perp}\right)
$$

We want to show that $\tilde{X}_{t}$ is an autoregressive process and therefore want to show how (4.1) or (4.3) can be rewritten in terms of $\tilde{X}_{t}$. We multiply equation (4.3) by $\bar{\alpha}^{\prime}$ and $\overline{\alpha^{\prime}}$ and get

$$
\begin{gather*}
-\beta^{\prime} X_{t}+\bar{\alpha}^{\prime}\left(\Gamma+\alpha \beta^{\prime}\right) \Delta X_{t}+\bar{\alpha}^{\prime} A^{*}(L) \Delta^{2} X_{t}=\bar{\alpha}^{\prime} \varepsilon_{t,} \\
\bar{\alpha}_{\perp}{ }_{\perp} \Gamma \Delta X_{t}+{\overline{\alpha^{\prime}}}_{\perp} A^{*}(L) \Delta^{2} X_{t}=\bar{\alpha}_{\perp}^{\prime} \varepsilon_{t} . \tag{4.9}
\end{gather*}
$$

These equations define the process $X_{0} t=1, \ldots, T$, as function of the initial values and $\varepsilon_{1}, \ldots, \varepsilon_{r}$ Note that multiplication by $\bar{\alpha}_{\perp}^{\prime}$ cancels the term involving the levels.

Next inserting the expression for $\beta^{\prime} X_{t}$ and $\Delta X_{t}$ in terms of $Z_{t}$ and $U_{t}$ we obtain equations for the new variables

$$
\begin{gather*}
-Z_{t}+\bar{\alpha}^{\prime}\left(\Gamma+\alpha \beta^{\prime}\right) \bar{\beta} \Delta Z_{t}+\bar{\alpha}^{\prime} \Gamma \bar{\beta}_{\perp} U_{t}+\bar{\alpha}^{\prime} A^{*}(L) \Delta^{2} X_{t}=\bar{\alpha}^{\prime} \varepsilon_{t} \\
\bar{\alpha}_{\perp}^{\prime} \Gamma \bar{\beta} \Delta Z_{t}+\bar{\alpha}_{\perp}^{\prime} \Gamma \bar{\beta}_{\perp} U_{t}+\bar{\alpha}_{\perp}^{\prime} A^{*}(L) \Delta^{2} X_{t}=\bar{\alpha}_{\perp} \epsilon_{t} \tag{4.11}
\end{gather*}
$$

Since $\Delta^{2} X$, is a function of $\Delta \tilde{X}_{t}$ and $\Delta^{2} \tilde{X}_{t}$, equations (4.11) and (4.12) can be written

$$
\tilde{A}(L) \tilde{X}_{t}=\left[\begin{array}{cc}
-I & \bar{\alpha}^{\prime} \Gamma \bar{\beta}_{\perp} \\
0 & \bar{\alpha}_{\perp}^{\prime} \Gamma \bar{\beta}_{\perp}
\end{array}\right]\left[\begin{array}{l}
Z_{t} \\
U_{t}
\end{array}\right]+A^{* *}(L) \Delta \tilde{X}_{t}=\left(\bar{\alpha}, \bar{\alpha}_{\perp}\right)^{\prime} \varepsilon_{t}
$$

Here $A^{* *}(L)$ is a polynomial in the lag operator $L$ which collects the remaining terms. Thus the process $\tilde{X}_{t}$ is an autoregressive process with a lag polynomial $\tilde{\mathrm{A}}(\neg)$ that satisfies the relation

$$
\begin{aligned}
\left(\bar{\alpha}, \bar{\alpha}_{\perp}\right)^{\prime} A(z) & =\left(\bar{\alpha}, \bar{\alpha}_{\perp}\right)^{\prime} A(z)\left(\bar{\beta}, \bar{\beta}_{\perp}(1-z)^{-1}\right)\left(\beta, \beta_{\perp}(1-z)\right)^{\prime} \\
& =\tilde{A}(z)\left(\beta, \beta_{\perp}(1-z)\right)^{\prime}, z \neq 1
\end{aligned}
$$

It follows that

$$
\begin{equation*}
|\tilde{A}(z)|=\left|\left(\bar{\alpha}_{,} \bar{\alpha}_{\perp}\right)^{\prime} A(z)\left(\bar{\beta}, \bar{\beta}_{\perp}(1-z)^{-1}\right)\right|, z \neq 1 \tag{4.13}
\end{equation*}
$$

has the same roots as $|A(\vartheta)|$ except for $z=1$. Note also that

$$
\tilde{A}(1)=\left[\begin{array}{cc}
-I & \overline{\alpha^{\prime}} \Gamma \bar{\beta}_{\perp} \\
0 & \bar{\alpha}_{\perp}^{\prime} \Gamma \bar{\beta}_{\perp}
\end{array}\right]
$$

has full rank if and only if assumption (4.5) holds since

$$
\begin{equation*}
|\tilde{A}(1)|=\left|\bar{\alpha}^{\prime}{ }_{\perp} \Gamma \bar{\beta}_{\perp}\right| \neq 0 . \tag{4.14}
\end{equation*}
$$

Thus $\tilde{A}(g)$ has no unit roots and all other roots are outside the unit circle by Assumption 1. Hence the processes $Z_{r}$ and $U$, are given by the autoregressive equations

$$
\tilde{A}(L) \tilde{X}_{t}=\tilde{A}(L)\left[\begin{array}{l}
Z_{t}  \tag{4.16}\\
U_{t}
\end{array}\right]=\left(\bar{\alpha}, \bar{\alpha}_{\perp}\right)^{\prime} \varepsilon_{t},
$$

which are invertible if and only if condition (4.5) holds, as we have removed the unit roots from the process by the transformation from $X$, to the process $\tilde{X}_{t}$.
Thus $U_{t}$ and $Z_{t}$ can, by Theorem 2.2, be given initial distributions such that they become stationary and in fact $I(0)$.
This proves the main results of Theorem 4.2, but we want to get an explicit expression for the leading term in the representation of $X$, in terms of the $\varepsilon$, that is, the matrix $C$. From (4.16) we find

$$
\tilde{X}_{t}=\tilde{C}(L)\left(\bar{\alpha}_{,} \bar{\alpha}_{\perp}\right)^{\prime} \varepsilon_{t}
$$

where $\tilde{C}(z)=\tilde{A}(z)^{-1}=\tilde{A}(1)^{-1}+(1-z) \tilde{C}^{*}(z)$, see (4.2), since $\tilde{C}(1)=\tilde{A}(1)^{-1}$, such that

$$
\tilde{X}_{t}=\tilde{A}(1)^{-1}\left(\bar{\alpha}_{\alpha}, \bar{\alpha}_{\perp}\right)^{\prime} \varepsilon_{t}+\tilde{C}^{*}(L)\left(\bar{\alpha}_{\alpha}, \bar{\alpha}_{\perp}\right)^{\prime} \Delta \varepsilon_{t}
$$

which implies that

$$
\left(0, I_{p-r}\right) \tilde{X}_{t}=U_{t}=\left(0, I_{p-r}\right) \tilde{A}(1)^{-1}\left(\bar{\alpha}_{,} \bar{\alpha}_{\perp}\right)^{\prime} \varepsilon_{t}+\Delta Y_{t}
$$

where $Y_{t}=\left(0, I_{p-r}\right) \tilde{C}^{*}(L)\left(\bar{\alpha}, \bar{\alpha}_{\perp}\right)^{\prime} \epsilon_{t}$. Summing we find

$$
\bar{\beta}_{\perp} \sum_{i=1}^{t} U_{i}=\left(0, \bar{\beta}_{\perp}\right) \tilde{A}(1)^{-1}\left(\bar{\alpha}_{,} \bar{\alpha}_{\perp}\right)^{\prime} \sum_{i=1}^{t} \varepsilon_{i}+\bar{\beta}_{\perp}\left(Y_{t}-Y_{0}\right) .
$$

The coefficient to the random walk is found to be:

$$
\begin{aligned}
C & =\left(0, \bar{\beta}_{\perp}\right) \tilde{A}(1)^{-1}\left(\bar{\alpha}_{,} \bar{\alpha}_{\perp}\right)^{\prime} \\
& =\left(0, \bar{\beta}_{\perp}\right)\left[\begin{array}{cc}
-I & \bar{\alpha}^{\prime} \Gamma \bar{\beta}_{\perp} \\
0 & \bar{\alpha}_{\perp}^{\prime} \Gamma \bar{\beta}_{\perp}
\end{array}\right]^{-1}\left(\bar{\alpha}_{,} \bar{\alpha}_{\perp}\right)^{\prime} \\
& =\bar{\beta}_{\perp}\left(\bar{\alpha}_{\perp}^{\prime} \Gamma \bar{\beta}_{\perp}\right)^{-1} \bar{\alpha}_{\perp}^{\prime}=\beta_{\perp}\left(\alpha^{\prime}{ }_{\perp} \Gamma \beta_{\perp}\right)^{-1} \alpha_{\perp}
\end{aligned}
$$

Next insert these results into (4.8) and we get

$$
X_{t}=C \sum_{i=1}^{t} \varepsilon_{i}+\bar{\beta}_{\perp}\left(Y_{t}-Y_{0}\right)+\bar{\beta} Z_{t}+P_{\beta_{\perp}} X_{0}
$$

We let $A=-\overline{\boldsymbol{\beta}}_{\perp} Y_{0}+P_{\boldsymbol{\beta}_{\perp}} X_{0}$, which shows that $\beta^{\prime} A=0$. Finally we define $C_{1}(L)$ by

$$
C_{1}(L) \varepsilon_{t}=\bar{\beta}_{\perp} Y_{t}+\bar{\beta} Z_{t} .
$$

The representation (4.6) implies, for $\Phi=0$, that

$$
\Delta X_{t}=C \varepsilon_{t}+C_{1}(L) \Delta \varepsilon_{t},
$$

or equivalently

$$
(1-z) A^{-1}(z)=C+C_{1}(z)(1-z)
$$

which shows (4.7).

COROLLARY 4.3 Under the assumption that $|A(z)|=0$ implies $|₹|>1$ or $₹=1$, the number of unit roots is greater than or equal to $p-r$ where $r=\operatorname{rank}(\Pi)$. Equality bolds if and only if Xis $I(0),(r=p)$, or $I(1),(r<p)$.

Proof The first statement follows from the representation (4.13) which shows that the number of unit roots is at least $p-r$ since the matrix $\left(\beta, \beta_{\perp}(1-\vartheta)\right)$ has $p-r$ unit roots. Equality holds if and only if $\tilde{A}(L)$ has no unit roots, that is, if and only if the process $\tilde{X}_{t}$ is $I(0)$. If this is the case then $X_{t}$ is also $I(0)$ if $r=p$, otherwise $X$, is $I(1)$.

The corollary shows that the number of unit roots of a system cannot be decided by inspection of the matrix $\Pi$ alone, that is, the value of the polynomial at $₹=1$. Just like for univariate polynomials a condition on the derivative is needed, see (4.5). The result is a special case of a general result for higher order integrated systems, see Johansen (1988a) or Boswijk (1993).

This result gives a useful diagnostic tool to see if a fitted $I(1)$ model contains processes that are $I(2)$, since if the processes are $I(2)$ then the unit roots of the polynomial $A(\approx)$ cannot be removed by changing the rank of $\Pi$, that is, by changing the cointegrating rank.
Corollary 4.4 The process $\beta_{\perp}^{\prime} X$ is not cointegrating, and the same holds for $\alpha_{\perp}^{\prime} \Gamma$ Xand they can both be used as common trends.
PROOF It follows from the expression for the matrix $C=\beta_{\perp}\left(\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}$ that if $\beta_{\perp}$ has full rank $p-r$ then so does $\beta_{\perp}^{\prime} \beta_{\perp}$ and hence $\beta_{\perp}^{\prime} C$ has full rank $p-r$ which shows that $\beta_{\perp}^{\prime} X_{\text {, does not cointegrate. Next note that }}$

$$
\alpha_{\perp}^{\prime} \Gamma C=\alpha^{\prime}{ }_{\perp} \Gamma \beta_{\perp}\left(\alpha^{\prime}{ }_{\perp} \Gamma \beta_{\perp}\right)^{-1} \alpha^{\prime}{ }_{\perp}=\alpha^{\prime}{ }_{\perp},
$$

such that

$$
\alpha_{\perp}^{\prime} \Gamma X_{t}=\alpha_{\perp}^{\prime} \sum_{i=1}^{t}\left(\varepsilon_{i}+\Phi D_{i}\right)+\alpha_{\perp}^{\prime} \Gamma C_{0}(L)\left(\varepsilon_{t}+\Phi D_{t}\right)+\alpha_{\perp} \Gamma P_{\beta_{\perp}} X_{0}
$$

Thus the linear combinations $\alpha_{\perp}^{\prime} \Gamma X$, almost capture the common trends as defined in Definition 3.7.

The representation in Theorem 4.2 is known as Granger's representation theorem, see Engle and Granger (1987), even though they state a slightly different version, see Theorem 4.5. Thus they arrive at cointegration from an assumption that $X$, is at most $I(1)$, and an assumption that the moving average representation is of reduced rank. We have chosen in Theorem 4.2 to go the other way and start with the autoregressive model since that is what is usually fitted to the data, and then express in terms of conditions on the parameters when we get $I(1)$ variables and cointegration. The importance of this result is first of all that it shows the equivalence between the notion of error correction models and cointegration. Thus the process that satisfies an error correction model must exhibit cointegration and a cointegrated process can be considered a solution of an error correction model. Another important aspect of the representation (4.6) is that it immediately gives
the asymptotic properties of the process $X$, defined by the error correction model.
Perhaps the most important consequence of condition (4.5) is that it allows to formulate a corresponding result for $I(2)$ processes, see Theorem 4.6.

Example 4.1 continued. For this case we find

$$
\Pi=\left[\begin{array}{cc}
\alpha_{1} & -\alpha_{1} \\
0 & 0
\end{array}\right], \Gamma=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right],
$$

such that $\beta=(1,-1)^{\prime}, \alpha=\left(\alpha_{1}, 0\right)^{\prime}, \beta_{\perp}=(1,1)^{\prime}, \alpha_{\perp}=(0,1)^{\prime}$ and finally condition (4.5) becomes

$$
\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}=(0,1)\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
1 \\
1
\end{array}\right]=1
$$

which has full rank consistent with the solution being $I(1)$.
Example 4.2 continued. We find

$$
\Pi=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right], \Gamma=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

giving $\left|A(\vartheta)^{\prime}\right|=(1-\vartheta)^{2}$, such that Assumption 1 is satisfied. We also find that $\alpha=(0,1)^{\prime}, \beta=(1,0)^{\prime}, \alpha_{\perp}=(1,0)^{\prime} \beta_{\perp}=(0$, $1)^{\prime}$ and $\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}=0$. Thus in this situation condition (4.5) is not satisfied, corresponding to the process being $I(2)$. Note that $\Gamma$ has full rank despite the property that $\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}=0$.

Example 4.3 We define the process $X$, by the equations

$$
\begin{aligned}
& \Delta X_{1 t}=\frac{1}{4}\left(X_{1 t-1}-X_{2 t-1}\right)+\gamma \Delta X_{2 t-1}+\varepsilon_{1 t,} \\
& \Delta X_{2 t}=-\frac{1}{4}\left(X_{1 t-1}-X_{2 t-1}\right)+\varepsilon_{2 t}
\end{aligned}
$$

If $\gamma=0$ these equations are easily solved to give

$$
X_{1 t}-X_{2 t}=\frac{3}{2}\left(X_{1 t-1}-X_{2 t-1}\right)+\varepsilon_{1 t}-\varepsilon_{2 t}
$$

which shows that $X_{12}-X_{2 p}$, and hence also $X_{12}$ and $X_{2 t}$ are explosive, simply because the error correction coefficients have the wrong sign, such that $X_{t}$ is pushed away from the relation $X_{1}-X_{2}=0$. We now want to show that if we choose $\gamma=9 / 4$ then the process becomes $I(1)$. For $\gamma=9 / 4$ we find

$$
\Pi=\left[\begin{array}{cc}
1 / 4 & -1 / 4 \\
-1 / 4 & 1 / 4
\end{array}\right], \Gamma=\left[\begin{array}{cc}
1 & -9 / 4 \\
0 & 1
\end{array}\right] .
$$

This gives

$$
\begin{aligned}
|A(z)| & =\operatorname{det}\left[\begin{array}{cc}
1-5 z / 4 & -8 z / 4+9 z^{2} / 4 \\
z / 4 & 1-5 z / 4
\end{array}\right] \\
& =-9 z^{3} / 16+33 z^{2} / 16-10 z / 4+1 \\
& =(1-z)(3 z / 4-1)^{2}
\end{aligned}
$$

which has roots 1 and $4 / 3$ which are outside the unit disk or at 1 . Further

$$
\alpha=\frac{1}{4}(1,-1)^{\prime}, \beta=(1,-1)^{\prime}, \alpha_{\perp}=(1,1)^{\prime}, \beta_{\perp}=(1,1)^{\prime}, \alpha^{\prime}{ }_{\perp} \Gamma \beta_{\perp}=-\frac{1}{4} .
$$

This shows that the process is $I(1)$ since condition (4.5) holds with $(1,-1)$ ' as a cointegrating vector despite the fact that the adjustment coefficients have the wrong sign. Thus the effect of the adjustment coefficients is not so easy to assess without taking into account all the parameters of the model.

### 4.2 From MA to AR Representation for I(1) Variables

In this section we want to find out when an $I(1)$ process given by its moving average representation can be shown to satisfy an autoregressive equation.

Thus let $C(z)=\sum_{i=0}^{\infty} C z^{i}$ be convergent for $|z|<1+\delta, C(1) \neq 0$, and assume that Assumption 1 is satisfied for $C(z)$. We further assume that the $I(1)$ process $X$, satisfies

$$
\begin{equation*}
\Delta X_{t}=C(L)\left(\varepsilon_{t}+\Phi D_{t}\right) \tag{4.17}
\end{equation*}
$$

such that $\Delta X$, is an $I(0)$ process. We let $C=C(1)$ and introduce $C^{*}=-d C(\vartheta) /\left.d \approx\right|_{₹=1}$, then the following result holds THEOREM 4.5 If rank $(C)=p-r<p$, then $C=\xi \eta^{\prime}$ for $\xi$ and $\eta(p \times(p-r))$ of full rank. If furthermore $\xi_{1}^{\prime} C^{*} \eta_{1}$ bas full rank then $\xi_{\perp}^{\prime}\left(X_{,}-E\left(X_{,}\right)\right.$) can be given an initial distribution such that it is stationary, and $X_{,}$satisfies an (infinite order) error correction model of the form

$$
\begin{equation*}
A(L) X_{t}=\eta_{\perp}\left(\xi^{\prime}{ }_{\perp} C^{*} \eta_{\perp}\right)^{-1} \xi_{\perp}^{\prime} X_{i}+A^{*}(L) \Delta X_{t}=\varepsilon_{t}+\Phi D_{t} . \tag{4.18}
\end{equation*}
$$

Proof We assume again without loss of generality that $\Phi=0$. The proof runs roughly as that for Theorem 4.2. We write (4.17) as

$$
\Delta X_{t}=C \varepsilon_{t}+C^{*}(L) \Delta \varepsilon_{t}=\xi \eta^{\prime} \varepsilon_{t}+C^{*}(L) \Delta \varepsilon_{t}
$$

and multiply by $\bar{\zeta}^{\prime}$ and $\bar{\zeta}_{ \pm}^{\prime}$ and introduce the variables $u_{t}=\eta^{\prime} \varepsilon_{t}$ and $v_{t}=\eta_{ \pm}^{\prime} \varepsilon_{t}$ such that $\varepsilon_{t}=\bar{\eta} u_{t}+\bar{\eta}_{\perp} v_{t}$. Then

$$
\begin{align*}
\bar{\xi}^{\prime} \Delta X_{t} & =\eta^{\prime} \varepsilon_{t}+\bar{\xi}^{\prime} C^{*}(L) \Delta \varepsilon_{t} \\
& =u_{t}+\bar{\xi}^{\prime} C^{*}(L) \Delta\left(\bar{\eta} u_{t}+\bar{\eta}_{\perp} v_{t}\right) \tag{4.19}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{\xi}^{\prime}{ }_{\perp} \Delta X_{t}=\bar{\xi}^{\prime}{ }_{\perp} C^{*}(L) \Delta \varepsilon_{t} . \tag{4.20}
\end{equation*}
$$

Summing (4.20) we find

$$
\begin{equation*}
\bar{\xi}^{\prime} \perp X_{t}-\bar{\xi}^{\prime} \perp X_{0}=\bar{\xi}^{\prime} \perp C^{*}(L)\left(\varepsilon_{t}-\varepsilon_{0}\right) . \tag{4.21}
\end{equation*}
$$

This shows that if we choose $\bar{\xi}_{1}^{\prime} X_{\text {, to }}$ to have initial distribution $\bar{\xi}_{1}^{\prime} C^{*}(L) \varepsilon_{0}$, then $\bar{\xi}_{1}^{\prime} X$, has the representation

$$
\begin{equation*}
\bar{\xi}^{\prime}{ }_{\perp} X_{t}=\bar{\xi}^{\prime}{ }_{\perp} C^{*}(L) \varepsilon_{t}=\bar{\xi}^{\prime}{ }_{\perp} C^{*}(L)\left(\bar{\eta} u_{t}+\bar{\eta}_{\perp} v_{t}\right), \tag{4.22}
\end{equation*}
$$

such that $\bar{\xi}_{1}^{\prime} X$ is stationary. We then find from (4.19) and (4.22), since $C^{*}(1)=C^{*}$, that in terms of the errors $u_{t}$ and $v_{t}$ we find

$$
\left[\begin{array}{l}
\bar{\xi}^{\prime} \Delta X_{t} \\
\bar{\xi}^{\prime}{ }_{\perp} X_{t}
\end{array}\right]=\tilde{C}(L)\left[\begin{array}{l}
u_{t} \\
v_{t}
\end{array}\right]=\left[\begin{array}{cc}
I & 0 \\
\bar{\xi}^{\prime}{ }_{\perp} C^{*} \bar{\eta} & \bar{\xi}^{\prime}{ }_{\perp} C^{*} \bar{\eta}_{\perp}
\end{array}\right]\left[\begin{array}{l}
u_{t} \\
v_{t}
\end{array}\right]+C^{* *}(L) \Delta\left[\begin{array}{l}
u_{t} \\
v_{t}
\end{array}\right],
$$

for suitable functions $\tilde{C}(z)$ and $C^{* *}$. The matrix $\tilde{C}(1)$ given by

$$
\tilde{c}(1)=\left[\begin{array}{cc}
I & 0 \\
\xi^{\prime}{ }_{\perp} C^{*} \eta & \bar{\xi}^{\prime}{ }_{\perp} C^{*} \eta_{\perp}
\end{array}\right]
$$

has full rank by the assumptions made. Thus $z=1$ is not a root in $\tilde{C}(z)$. Just as before we can check that the remaining roots of $C(z)$ are outside the unit disk, such that $\tilde{C}(z)$ can be inverted. Let $\tilde{A}(Z)=\tilde{C}(z)^{-1}$. Then (4.23) can be solved for $u_{t}$ and $v_{r}$;

$$
\left[\begin{array}{l}
u_{t} \\
v_{t}
\end{array}\right]=\tilde{A}(L)\left[\begin{array}{l}
\bar{\xi}^{\prime} \Delta X_{t} \\
\bar{\xi}^{\prime} \perp X_{t}
\end{array}\right]=\tilde{A}(1)\left[\begin{array}{l}
\overline{\xi^{\prime}} \Delta X_{t} \\
\bar{\xi}^{\prime} \perp X_{t}
\end{array}\right]+\tilde{A}^{*}(L) \Delta\left[\begin{array}{l}
\bar{\xi}^{\prime} \Delta X_{t} \\
\bar{\xi}^{\prime}{ }_{\perp} X_{t}
\end{array}\right] .
$$

The only term that involves the levels is

$$
\tilde{A}(1)\left[\begin{array}{c}
0 \\
\xi^{\prime}{ }_{\perp} X_{t}
\end{array}\right]
$$

all remaining terms involve only $\Delta X$, and can be collected in a term $\tilde{\mathrm{A}}^{* *}(L) \Delta X$. Thus

$$
\left[\begin{array}{c}
u_{t} \\
v_{t}
\end{array}\right]=\tilde{A}(1)\left[\begin{array}{c}
0 \\
\xi^{\prime}{ }_{\perp} X_{t}
\end{array}\right]+\tilde{A}^{*} *(L) \Delta X_{t} .
$$

Hence

$$
\varepsilon_{t}=\left(\bar{\eta}_{1} \bar{\eta}_{\perp}\right)\left[\begin{array}{cc}
I & 0 \\
\bar{\xi}^{\prime}{ }_{\perp} C^{*} \bar{\eta}^{-\bar{\xi}^{\prime}}{ }_{\perp} C^{*} \bar{\eta}_{\perp}
\end{array}\right]^{-1}\left[\begin{array}{c}
0 \\
\bar{\xi}^{\prime}{ }_{\perp} X_{t}
\end{array}\right]+\left(\bar{\eta}, \bar{\eta}_{\perp}\right) \tilde{A}^{*} *(L) \Delta X_{t},
$$

which can be written

$$
\bar{\eta}_{\perp}\left(\bar{\xi}^{\prime}{ }_{\perp} C * \bar{\eta}_{\perp}\right)^{-1} \bar{\xi}_{\perp}^{\prime} X_{t}+\left({\left.\bar{\eta}, \bar{\eta}_{\perp}\right)}^{)} \tilde{A} * *(L) \Delta X_{t}=\varepsilon_{t}\right.
$$

which is the required result if we define $A^{*}(\neg)=\left(\bar{\eta}, \bar{\eta}_{1}\right) \tilde{\mathrm{A}}^{* *}(\neg)$.

### 4.3 The MA Representation of $/(2)$ Variables

We consider again the equation

$$
\begin{equation*}
\Delta X_{t}=\Pi X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\Phi D_{t}+\varepsilon_{t, t}=1, \ldots, T \tag{4.24}
\end{equation*}
$$

The result of Theorem 4.2 shows that in order to find solutions of (4.24) that are $I(1)$ we need condition (4.5) that $\alpha_{\perp}^{\prime} \Gamma$ $\beta_{\perp}$ has full rank. If this matrix has reduced rank we get the possibility of finding processes that are integrated of order higher than one. We here focus on $I(2)$ since it seems that higher orders of integration than two are not so important for the type of macro economic data that we have in mind. The result is taken from Johansen (1992a).

We have seen that for $I(2)$ processes we can have vectors that reduce the order of integration of the process from two to one, and linear combinations that cointegrate with the differences of the process. These linear combinations can be expressed in terms of the parameters $\alpha, \beta$, and $\Gamma$, but in order to do so we need some notation. If $\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}$ has reduced rank $s$ it holds that

$$
\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}=\xi \eta^{\prime}
$$

for some $\xi$ and $\eta$ of dimension $(p-r) \times s$, and rank $s$, with $s<p-r$. We then decompose $\alpha_{\perp}$ and $\beta_{\perp}$ as follows

$$
\begin{aligned}
& \alpha_{1}=\bar{\alpha}_{\perp} \xi, \alpha_{2}=\alpha_{\perp} \xi_{\perp} \\
& \beta_{1}=\bar{\beta}_{\perp} \eta, \beta_{2}=\beta_{\perp} \eta_{\perp}
\end{aligned}
$$

Thus $\left(\alpha, \alpha_{1}, \alpha_{2}\right)$ is of full rank $p$ and $\alpha, \alpha_{1}$, and $\alpha_{2}$ are mutually orthogonal. The same holds for $\left(\beta, \beta_{1}, \beta_{2}\right)$. The directions given by $\left(\beta, \beta_{1}, \beta_{2}\right)$ express the different types of cointegration that are possible for $I(2)$ variables. The following relations can easily be verified since $\bar{\alpha}_{\perp}^{\prime} \bar{\alpha}_{\perp}=\left(\alpha_{\perp}^{\prime} \alpha_{\perp}\right)^{-1}$

$$
\begin{aligned}
& \alpha_{1}^{\prime} \Gamma \beta_{2}=\xi^{\prime}\left(\alpha_{\perp} \alpha_{\perp}\right)^{-1} \alpha^{\prime}{ }_{\perp} \Gamma \beta_{\perp} \eta_{\perp}=\xi^{\prime}\left(\alpha_{\perp} \alpha_{\perp}\right)^{-1} \xi \eta^{\prime} \eta_{\perp}=0, \\
& \alpha_{2}^{\prime} \Gamma \beta_{2}=\xi^{\prime}{ }_{\perp} \alpha_{\perp} \Gamma \beta_{\perp} \eta_{\perp}=\xi^{\prime} \xi \eta^{\prime} \eta_{\perp}=0, \\
& \alpha_{2}^{\prime} \Gamma \beta_{1}=\xi^{\prime}{ }_{\perp} \alpha_{\perp} \Gamma \beta_{\perp}\left(\beta^{\prime}{ }_{\perp} \beta_{\perp}\right)^{-1} \eta=\xi^{\prime} \xi \eta^{\prime}\left(\beta^{\prime}{ }_{\perp} \beta_{\perp}\right)^{-1} \eta=0 .
\end{aligned}
$$

We also find

$$
\bar{\alpha}_{1}^{\prime} \Gamma \bar{\beta}_{1}=\left(\xi^{\prime}\left(\alpha^{\prime}{ }_{\perp} \alpha_{\perp}\right)^{-1} \xi\right)^{-1} \xi^{\prime}\left(\alpha_{\perp} \alpha_{\perp}\right)^{-1} \xi \eta^{\prime}\left(\beta_{\perp}^{\prime} \beta_{\perp}\right)^{-1} \eta\left(\eta^{\prime}\left(\beta^{\prime}{ }_{\perp} \beta_{\perp}\right)^{-1} \eta\right)^{-1}=\mathrm{I} .
$$

We need a special notation for the matrix

$$
\theta=\Gamma \bar{\beta} \overline{\alpha^{\prime}} \Gamma+\sum_{i=1}^{k-1} i \Gamma_{i}
$$

since it will appear in the conditions below. With this notation we then formulate a representation theorem for $I(2)$ variables which is an analogue of Theorem 4.2 for $I(1)$ variables.
Theorem 4.6 Assume that $|A(₹)|=0$ implies that $|₹|>1$ or $₹=1$, and that

$$
\begin{gather*}
\Pi=\alpha \beta^{\prime}, \alpha, \beta(p \times r) \text { of full rank } r<p,  \tag{4.25}\\
\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}=\xi \eta^{\prime}, \xi, \eta((p-r) \times s) \text { of full rank } s<p-r . \tag{4.26}
\end{gather*}
$$

Then a necessary and sufficient condition that the processes $\Delta^{2} X_{0} \beta_{1}^{\prime} \Delta X_{t}$ and $\beta^{\prime} X_{t}-\bar{\alpha}^{\prime} \Gamma \bar{\beta}_{2} \beta_{2}^{\prime} \Delta X_{t}$ corrected for their means can be made $I(0)$ is that

$$
\begin{equation*}
\alpha_{2}^{\prime} \theta \beta_{2}=\alpha_{2}\left\{\Gamma \overline{\beta \alpha^{\prime}} \Gamma+\sum_{i=1}^{k-1} i \Gamma_{i}\right\} \beta_{2} \tag{4.27}
\end{equation*}
$$

bas full rank. In this case the process $X$, has the representation

$$
\begin{equation*}
X_{t}=C_{2} \sum_{s=1}^{t} \sum_{i=1}^{s}\left(\varepsilon_{i}+\Phi D_{i}\right)+C_{1} \sum_{i=1}^{t}\left(\varepsilon_{i}+\Phi D_{i}\right)+C_{2}(L)\left(\varepsilon_{t}+\Phi D_{t}\right)+A+B t \tag{4.28}
\end{equation*}
$$

where

$$
\begin{aligned}
& C_{2}=\beta_{2}\left(\alpha^{\prime}{ }_{2} \theta \beta_{2}\right)^{-1} \alpha^{\prime}{ }_{2}, \\
& \beta^{\prime} C_{1}=\overline{\alpha^{\prime}} \Gamma \bar{\beta}_{2}\left(\bar{\alpha}_{2}^{\prime} \theta \bar{\beta}_{2}\right)^{-1} \bar{\alpha}_{2}^{\prime}=\overline{\alpha^{\prime}} \Gamma C_{2}, \\
& \beta_{1}^{\prime} C_{1}=\bar{\alpha}_{1}^{\prime}-\bar{\alpha}_{1}^{\prime} \theta \bar{\beta}_{2}\left(\bar{\alpha}_{2}^{\prime} \theta \bar{\beta}_{2}\right)^{-1} \bar{\alpha}_{2}^{\prime}=\bar{\alpha}_{1}\left(I-\theta C_{2}\right) .
\end{aligned}
$$

The coefficients $A$ and $B$ depend on the initial conditions and satisfies $\left(\beta, \beta_{1}\right)^{\prime} B=0$ and $\beta^{\prime} A-\bar{\alpha}^{\prime} \Gamma \bar{\beta}_{2} \beta_{2}^{\prime} B=0$.
Tbus Xis an $I(2)$ process and the vectors $\left(\beta, \beta_{1}\right)$ are cointegrating vectors that reduce the order from 2 to 1. Finally $X$ allows polynomial cointegration since $\beta^{\prime} X_{1}-\overline{\alpha^{\prime}} \Gamma \bar{\beta}_{2} \beta^{\prime}, \Delta$ X,corrected for its mean can be made $I(0)$. The function $C_{2}(\bar{y})$ satisfies

$$
\begin{equation*}
A^{-1}(z)=C_{2} \frac{1}{(1-z)^{2}}+C_{1} \frac{1}{1-z}+C_{2}(z), \tag{4.29}
\end{equation*}
$$

and has a convergent power series for $|₹|<1+\delta$ for some $\delta>0$.
Proof We set $\Phi=0$ without loss of generality. The idea is to apply Theorem 4.2 to the variables

$$
\begin{equation*}
Z_{t}=\beta^{\prime} X_{t}, V_{t}=\beta^{\prime}{ }_{1} X_{t}, U_{t}=\beta^{\prime}{ }_{2} \Delta X_{t}, \tag{4.30}
\end{equation*}
$$

which, if the theorem is correct, will be $I(1)$. Thus we want to show that the process $\tilde{X}=\left(Z_{t}^{\prime}, V^{\prime}{ }_{t} U^{\prime} t\right)^{\prime}$ is an $I(1)$ process under the conditions stated, and we therefore want to derive the autoregressive representation for this process from (4.24). Just as for the proof of Theorem 4.2 we expand the polynomial $A(\approx)$ around the point $₹=1$ and find the derivatives

$$
\begin{aligned}
& d A(z) /\left.d z\right|_{z=1}=-I-\Pi+\sum_{i=1}^{k-1} \Gamma_{i}=-\alpha \beta^{\prime}-\Gamma, \\
& d^{2} A(z) /\left.d z^{2}\right|_{z=1}=\sum_{i=1}^{k-1} \Gamma_{i}=\psi .
\end{aligned}
$$

Then

$$
A(z)=-\alpha \beta^{\prime}+\left(\Gamma+\alpha \beta^{\prime}\right)(1-z)+\Psi(1-z)^{2}+A^{*}(z)(1-z)^{3}
$$

where $A^{*}(\vartheta)$ is a suitable polynomial. From (4.30) we find

$$
\begin{aligned}
\Delta^{2} X & =\bar{\beta} \Delta^{2} Z_{t}+\bar{\beta}_{1} \Delta^{2} V_{t}+\bar{\beta}_{2} \Delta U_{t} \\
\Delta X_{t} & =\bar{\beta} \Delta Z_{t}+\bar{\beta}_{1} \Delta V_{l}+\bar{\beta}_{2} U_{t} \\
X_{t} & =\bar{\beta} Z_{t}+\bar{\beta}_{1} V_{t}+\bar{\beta}_{2} \sum_{i=1}^{t} U_{l}+P_{\beta_{2}} X_{0} .
\end{aligned}
$$

Equation (4.24) can be expressed as

$$
A(L) X_{t}=-\alpha \beta^{\prime} X_{t}+\left(\Gamma+\alpha \beta^{\prime}\right) \Delta X_{t}+\Psi \Delta^{2} X_{t}+A^{*}(L) \Delta^{3} X_{t}=\epsilon_{t}
$$

If we multiply by $\left(\bar{\alpha}_{\alpha}, \bar{\alpha}_{1}, \bar{\alpha}_{2}\right)^{\prime}$ and insert the expressions for $\Delta X$ and $\Delta^{2} X$, in terms of $Z_{0}, V$, and $U$, we find

$$
\begin{align*}
& -\left[\begin{array}{ccc}
I & 0 & -\bar{\alpha}^{\prime} \Gamma \bar{\beta}_{2} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
Z_{t} \\
V_{t} \\
U_{t}
\end{array}\right]+\left[\begin{array}{ccc}
\overline{\alpha^{\prime}}\left(\Gamma+\alpha \beta^{\prime}\right) & \overline{\alpha^{\prime}} \Gamma \bar{\beta}_{1} & \overline{\alpha^{\prime}} \psi_{\bar{\beta}_{2}} \\
\overline{\alpha^{\prime}} \Gamma \bar{\beta} & I & \overline{\alpha^{\prime}}{ }_{1} \psi \bar{\beta}_{2} \\
\overline{\alpha^{\prime}}{ }_{2} \Gamma \bar{\beta} & 0 & \bar{\alpha}^{\prime}{ }_{2} \psi \bar{\beta}_{2}
\end{array}\right]\left[\begin{array}{l}
\Delta Z_{t} \\
\Delta V_{t} \\
\Delta U_{t}
\end{array}\right] \\
& +A^{* *}(L)\left[\begin{array}{c}
\Delta^{2} Z_{t} \\
\Delta^{2} V_{t} \\
\Delta^{2} U_{t}
\end{array}\right]=\tilde{\epsilon}_{t} . \tag{4.31}
\end{align*}
$$

Here $A^{* *}(L)$ is a polynomial which collects the remaining terms. In a different notation this is written

$$
\tilde{A}(L) \tilde{X}_{t}=-\tilde{\Pi} \tilde{X}_{t}+(\tilde{\Gamma}+\tilde{\Pi}) \Delta \tilde{X}_{t}+A * *(L) \Delta \tilde{X}_{t}=\tilde{\epsilon}_{t}
$$

Notice that the coefficient $\overline{\alpha^{\prime}} \Gamma \bar{\beta}_{2}$ now appears as a coefficient to levels, and $\bar{\alpha}^{\prime} \Psi \bar{\beta}_{2}$ is a coefficient to differences since $U$, is defined in terms of differences of $X_{\text {, }}$. In order to discuss $\tilde{X}_{t}$ as an $I(1)$ system we note that the levels matrix, $\tilde{\Pi}$, is of reduced rank and hence can be written as $\tilde{\Pi}=\tilde{\alpha} \tilde{\beta}^{\prime}$, where

$$
\tilde{\alpha}=\left[\begin{array}{l}
I \\
0 \\
0
\end{array}\right], \tilde{\beta}=\left[\begin{array}{c}
I \\
0 \\
-\bar{\beta}_{2}^{\prime} \Gamma^{\prime} \bar{\alpha}
\end{array}\right], \tilde{\alpha}_{\perp}=\left[\begin{array}{ll}
0 & 0 \\
I & 0 \\
0 & I
\end{array}\right], \tilde{\beta}_{\perp}=\left[\begin{array}{cc}
0 & -\bar{\alpha}^{\prime} \Gamma \bar{\beta}_{2} \\
I & 0 \\
0 & I
\end{array}\right] .
$$

Next we want to check the conditions for the application of Theorem 4.2. The transformation from $X_{,}$to $\tilde{X}_{t}$ involves a matrix of the form $\left(\beta, \beta_{1},(1-L) \beta_{2}\right)$, which has only unit roots. Thus $\tilde{X}_{t}$ has the same roots outside the unit circle as the process $X_{t}$. What remains is to see that condition (4.5) is satisfied for $\tilde{X}_{t}$. We find

$$
\tilde{\alpha}^{\prime} \tilde{\Gamma}^{\Gamma} \tilde{\beta}_{\perp}=\left[\begin{array}{ll}
I & \bar{\alpha}_{1}^{\prime} \Gamma \bar{\beta} \alpha^{\prime} \Gamma \bar{\beta}_{2}+\bar{\alpha}_{1} \Psi \bar{\beta}_{2} \\
0 & \bar{\alpha}^{\prime}{ }_{2} \Gamma \bar{\beta} \overline{\alpha^{\prime}} \Gamma \bar{\beta}_{2}+\bar{\alpha}_{2}^{\prime} \Psi \bar{\beta}_{2}
\end{array}\right]=\left[\begin{array}{cc}
I & \bar{\alpha}_{1}{ }_{1} \theta \bar{\beta}_{2} \\
0 & \bar{\alpha}^{\prime}{ }_{2} \theta \bar{\beta}_{2}
\end{array}\right] .
$$

This has full rank if and only if the matrix ${\overline{\alpha_{2}^{\prime}}}^{\prime} \theta \bar{\beta}_{2}=\bar{\alpha}_{2}^{\prime} \Gamma \overline{\beta \alpha^{\prime}} \Gamma \bar{\beta}_{2}+\bar{\alpha}_{2}^{\prime} \Psi \bar{\beta}_{2}$ has full rank. Thus condition (4.27) is a necessary and sufficient condition for $\tilde{X}_{t}$ to be $I(1)$ and hence $X$, to be $I(\underline{2})$. Note that a consequence of applying Theorem 4.2 is that $\tilde{X}_{t}$ cointegrates in the sense that $Z_{t}-\bar{\alpha}^{\prime} \Gamma \bar{\beta}_{2} U_{t}=\beta^{\prime} X_{t}-\alpha^{\prime} \Gamma \bar{\beta}_{2} \beta_{2}^{\prime} \Delta X_{t}$ is stationary. That is, what is polynomial cointegration for $X$ is usual cointegration for $\tilde{X}_{t}$. The process $\tilde{X}_{t}$ has a representation of the form (4.6)

$$
\tilde{X}_{t}=\tilde{C} \sum_{i=1}^{t} \tilde{\epsilon}_{t}+\tilde{C}(L) \tilde{\epsilon}_{t}+\tilde{A}
$$

with

$$
\tilde{C}=\tilde{\beta}_{\perp}\left(\tilde{\alpha}^{\prime}{ }_{\perp} \tilde{\Gamma} \tilde{\beta}_{\perp}\right)^{-1} \tilde{\alpha}^{\prime}{ }_{\perp}=\left[\begin{array}{ccc}
0 & 0 & \overline{\alpha^{\prime}} \Gamma \bar{\beta}_{2}\left(\overline{\alpha^{\prime}}{ }_{2} \theta \bar{\beta}_{2}\right)^{-1} \\
0 & I & -\bar{\alpha}^{\prime}{ }_{1} \theta \bar{\beta}_{2}\left(\overline{\alpha^{\prime}}{ }_{2} \theta \bar{\beta}_{2}\right)^{-1} \\
0 & 0 & \left(\overline{\alpha^{\prime}}{ }_{2} \theta \bar{\beta}_{2}\right)^{-1}
\end{array}\right], \tilde{\beta}^{\prime} \tilde{A}=0 .
$$

Thus we find the representations

$$
\begin{aligned}
& Z_{t}=\bar{\alpha}^{\prime} \Gamma \bar{\beta}_{2}\left(\bar{\alpha}_{2}^{\prime} \theta \bar{\beta}_{2}\right)^{-1} \sum_{i=1}^{t} \bar{\alpha}_{2} \in_{i}+C_{2}(L) \in_{t}+\tilde{A}_{z}, \\
& V_{t}=\sum_{i=1}^{t} \bar{\alpha}_{1} \epsilon_{i}-\bar{\alpha}^{\prime}{ }_{1} \theta \bar{\beta}_{2}\left(\bar{\alpha}_{2}{ }_{2} \theta \bar{\beta}_{2}\right)^{-1} \sum_{i=1}^{t} \bar{\alpha}_{2}^{\prime} \in_{i}+C_{v}(L) \in{ }_{t}+\tilde{A}_{v}, \\
& U_{t}=\left(\bar{\alpha}_{2}{ }_{2} \theta \bar{\beta}_{2}\right)^{-1} \sum_{i=1}^{t} \bar{\alpha}_{2} \in_{i}+C_{u}(L) \in_{t}+\tilde{A}_{u},
\end{aligned}
$$

where $\tilde{A}_{g} \tilde{A}_{0}$ and $\tilde{A}_{u}$ depend on the initial conditions, such that $\tilde{\beta}^{\prime} \tilde{A}^{\prime}=\tilde{A}_{z}-\bar{a}^{\prime}\left\ulcorner\bar{\beta}_{2} \tilde{A}_{u}=0\right.$. Notice that the expression for $X$, in terms of $\left(\underline{Z}_{\rho} V_{\nu}, U_{t}\right)$ involves the cumulated values of $U_{r}$. This means that the initial value $\tilde{\mathrm{A}}_{\mu}$ is multiplied by $t$, and we find $B=\bar{\beta}_{2} \tilde{A}_{\mu}$ and $A=\tilde{\beta}_{A_{z}}+\bar{\beta}_{1} \tilde{A}_{\nu}+P_{\beta_{2}} X_{0}$ such that $\left(\beta, \beta_{1}\right)^{\prime} B=0$ and

$$
\beta^{\prime} A-\bar{\alpha}^{\prime} \Gamma \bar{\beta}_{2} \beta_{2}^{\prime} B=\tilde{A}_{z}-\bar{\alpha}^{\prime} \Gamma \bar{\beta}_{2} \tilde{A}_{u}=\tilde{\beta}^{\prime} \tilde{A}=0
$$

We now want to find the properties of the matrices $C_{1}$ and $C_{2}$ as indicated in the theorem. The matrix $C_{2}$ is found as the coefficient to $\sum_{i=1}^{t} \varepsilon_{i}$ in $U_{0}$, that is,

$$
C_{2}=\bar{\beta}_{2}\left(\bar{\alpha}^{\prime}{ }_{2} \theta \bar{\beta}_{2}\right)^{-1} \bar{\alpha}^{\prime}{ }_{2}=\beta_{2}\left(\alpha^{\prime}{ }_{2}\left(\Gamma \bar{\beta} \bar{\alpha}^{\prime} \Gamma+\Psi\right) \beta_{2}\right)^{-1} \alpha^{\prime}{ }_{2} .
$$

The matrix $C_{1}$ is more complicated. In the direction $\beta_{2}$ the process is dominated by the cumulated random walk from the $\varepsilon$ and the next term involving $C_{1}$ times a random walk plays little role. In the directions $\beta$, and $\beta_{1}$, however, the term involving the cumulated random walk cancels since $\left(\beta, \beta_{1}\right)^{\prime} C_{2}=0$, and the process is dominated by the next term, which is found from the expressions for $Z_{t}$ and $V_{t}$. We find

$$
\begin{aligned}
& \beta^{\prime} C_{1}=\bar{\alpha}^{\prime} \Gamma \bar{\beta}_{2}\left(\bar{\alpha}^{\prime}{ }_{2} \theta \bar{\beta}_{2}\right)^{-1} \bar{\alpha}_{2}^{\prime}=\bar{\alpha}^{\prime} \Gamma C_{2}, \\
& \beta^{\prime}{ }_{1} C_{1}=\bar{\alpha}_{1}{ }_{1}-\bar{\alpha}^{\prime}{ }_{1} \theta \bar{\beta}_{2}\left(\bar{\alpha}^{\prime}{ }_{2} \theta \bar{\beta}_{2}\right)^{-1} \bar{\alpha}^{\prime}{ }_{2}=\bar{\alpha}_{1}{ }_{1}\left(I-\theta C_{2}\right) .
\end{aligned}
$$

From the representation (4.28) we find that, for $\Phi=0$,

$$
\Delta^{2} X_{t}=C_{2} \varepsilon_{t}+C_{1} \Delta \varepsilon_{t}+C_{2}(L) \Delta^{2} \varepsilon_{t}
$$

and hence

$$
(1-z)^{2} A(z)=C_{2}+C_{1}(1-z)+C_{2}(z)(1-z)^{2}
$$

which implies (4.29).

COROLLARY 4.7 Under the assumption that $|A(₹)|=0$ implies that $|₹|>1$ or $₹=1$, the number of unit roots is greater than or equal to $2(p-r)-s$ where $r=\operatorname{rank}(\Pi)$, which defines $\alpha$ and $\beta$, and $s=\operatorname{rank}\left(\alpha_{+}^{\prime} \Gamma \beta_{1}\right)$. Equality bolds if and only if the process is $I(0), I(1)$, or $I(2)$. If equality holds then Xis $I(0)$ if $r=p, I(1)$ if $r<p$ and $s=p-r$, and finally $X$ is $I(2)$ if $r<p$ and $s<p-r$.
Proof The construction of $\tilde{X}_{t}=\left(\beta, \beta_{1}, \beta_{2} \Delta\right)^{\prime} X_{t}$ removes $p-r-s$ unit roots from $X$. The AR process $\tilde{X}_{t}$ has by Corollary 4.5 at least $p-\operatorname{rank}(\tilde{\Pi})=p-r$ unit roots. Thus the total number of unit roots of $X$, is $p-r-s+p-r=2(p$ $-r)-s$

If equality holds then $\tilde{X}^{\prime}$, has $p-r$ unit roots and hence is an $I(0)$ process if $r=p$, in which case $s \leq p-r=0$, such that $\beta_{1}=\beta_{2}=0$ and also $X_{t}=\tilde{X}_{t}$ is $I(0)$. If $r<p$ then $\tilde{X}_{t}$ is an $I(1)$ process and so is $X$, if $s=p-r$ which implies $\beta_{2}=0$. Finally if $r<p$ and $s<p-r$ then $\tilde{X}_{t}$ is $I(1)$ and $X$ is $I(2)$.

### 4.4 Exercises

## 4.1

Consider the system

$$
\begin{gather*}
\Delta X_{1 t}=\alpha_{1}\left(X_{1 t-1}-\beta_{2} X_{2 t-1}\right)+\mu_{1}+\varepsilon_{1 t,} \\
\Delta X_{2 t}=\mu_{2}+\varepsilon_{2 t} . \tag{4.32}
\end{gather*}
$$

1. Find the matrices $\alpha, \beta, \Pi, C$, and $\Gamma$ expressed in terms of the new parameters $\alpha_{1}, \beta_{2}$, and $\mu$. Note the two cases, $\alpha_{1}=0$ and $\alpha_{1} \neq 0$.
2. Find the representation of $X_{i}$ in terms of $\varepsilon_{0} i=1, \ldots, t$ and find $E\left(X_{t} \mid X_{0}\right)$ and $\operatorname{Var}\left(X_{t} \mid X_{0}\right)$.
3. Calculate the roots of the characteristic polynomial. Under what condition on the parameters is the process $X$, an $I(1)$ process? If the process is not $I(1)$ what is it then?
4. Show explicitly from (4.32) and (4.33) without using Granger's representation that $\beta^{\prime} X_{i}$ is stationary if $-2<\alpha_{1}<$ 0.
5. Under what condition on the parameters is there no linear trend.
6. If we add a linear term $\eta_{1} t$ and $\eta_{2} t$ to (4.32) and (4.33) respectively, show that $X$, has a quadratic trend.
7. Under what condition does the quadratic trend disappear?

## 4.2

Granger's theorem is formulated for a characteristic polynomial $A(\approx)$ with $A(0)=I$.
Find the conditions for the process to be $I(1)$ as expressed by $A(0), A(1)$, and $A(1)$ when $A(0)$ has full rank even if $A(0) \neq I$.

## 4.3

Under the assumptions of Theorem 4.2 show that for the model

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\varepsilon_{t},
$$

the matrix $\beta^{\prime} \alpha$ has full rank, and has eigenvalues in $\left\{z:|z+1|<1\right.$. Show that $\alpha_{1}^{\prime} X$, is non-stationary. Next consider the example

$$
\begin{aligned}
& \Delta X_{1 t}=\frac{1}{4}\left(X_{1 t-1}-X_{2 t-1}\right)+y \Delta X_{2 t-1}+\varepsilon_{1 t}, \\
& \Delta X_{2 t}=-\frac{1}{4}\left(X_{1 t-1}-X_{2 t-1}\right)+\varepsilon_{2 t}
\end{aligned}
$$

Show that in this case $\alpha_{\perp}=\beta$, such that $\alpha_{\perp}^{\prime} X$, is stationary.

## 4.4

Consider the equations

$$
\left[\begin{array}{ll}
1 & 2 \\
2 & 2
\end{array}\right] X_{t}+\left[\begin{array}{ll}
0 & \cdot \\
& 2
\end{array}\right] \Delta X_{t}+\left[\begin{array}{cc}
0 & - \\
- & -1
\end{array}\right] \Delta^{2} X_{t}=\varepsilon_{t}, t=0,1, \ldots
$$

1. Define in this case the characteristic polynomial $A(\ni)$ as

$$
A(z)=\left[\begin{array}{ll}
1 & 2 \\
2 & 2
\end{array}\right]+\left[\begin{array}{ll}
0 & \\
& 2
\end{array}\right](1-z)+\left[\begin{array}{cc}
0 & - \\
- & -1
\end{array}\right](1-z)^{2},
$$

and note that $A(0)$ is not the identity (see exercise 4.2), and show that

$$
|A(z)|=(1-z)^{2}\left(1-z^{2}\right) .
$$

2. Show that $\Pi=-A$ (1) has reduced rank and find $\alpha$ and $\beta$ such that $\Pi=\alpha \beta^{\prime}$. Find the matrix $\Gamma$.
3. Show that $\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}=0$, such that the process $X$ is not $I(1)$.
4. Show that if we define

$$
\begin{aligned}
Y_{1 t} & =X_{1 t}+2 X_{2 t} \\
Y_{2 t} & =\Delta X_{2 t}
\end{aligned}
$$

then $Y_{t}$ is $I(1)$.
5. Find the cointegrating relations between $Y_{1}$ and $Y_{2}$. What are they expressed in terms of $X_{10}$ and $X_{2}$ ?

## 4.5

1. In the context of Granger's theorem show that for the process

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\mu+\varepsilon_{t}
$$

the stationary process $\beta^{\prime} X_{\text {, }}$ has mean given by

$$
\begin{equation*}
E\left(\beta^{\prime} X_{t}\right)=\overline{\alpha^{\prime}}(\Gamma C-I) \mu \tag{4.34}
\end{equation*}
$$

where $C=\beta_{\perp}\left(\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}$ and $\bar{\alpha}=\alpha\left(\alpha^{\prime} \alpha\right)^{-1}$.
2. Calculate $E\left(\beta^{\prime} X\right)$ in the case where $\Gamma_{1}=\Gamma_{2}=\cdots=\Gamma_{k-1}=0$. Consider in the following the process

$$
\Delta X_{t}=\left[-\cdot \cdot(1,-1) X_{t-1}+\left[\begin{array}{l}
\mu_{1} \\
\mu_{2}
\end{array}\right]+\varepsilon_{t}\right.
$$

3. Find $E\left(\beta^{\prime} X_{1}\right)$ as a function of $\mu_{1}$ and $\mu_{2}$.
4. Draw in a two-dimensional coordinate system $\left(X_{1}, X_{2}\right)$ a typical example of the behaviour of the process in each of the cases $\mu^{\prime}=(0,0), \mu^{\prime}=(-1,1)$ and $\mu^{\prime}=(1,1)$.

Comment: the decomposition

$$
\alpha \beta^{\prime} X_{t}+\mu=\alpha\left(\beta^{\prime} X_{t}+\left(\alpha^{\prime} \alpha\right)^{-1} \alpha^{\prime} \mu\right)+\alpha_{\perp}\left(\alpha_{\perp} \alpha_{\perp}\right)^{-1} \alpha_{\perp}^{\prime} \mu
$$

decomposes $\mu$ into two components, the first can be given the following interpretation: the agents react to a disequilibrium as measured by the deviation of

$$
\beta^{\prime} X_{t}+\left(\alpha^{\prime} \alpha\right)^{-1} \alpha^{\prime} \mu
$$

from zero. One could call the relation

$$
\beta^{\prime} X_{t}+\left(\alpha^{\prime} \alpha\right)^{-1} \alpha^{\prime} \mu=0
$$

the revealed target. The strength of the reaction is measured by the coefficients $\alpha$. The actual process $\beta^{\prime} X$, fluctuates around its mean as given above in (4.34). Thus the actual behaviour results in a path that deviates from the target relation. The difference is given by $\alpha^{\prime} \Gamma C \mu$.

## 4.6

Consider the processes defined by the equations

$$
\begin{gathered}
\Delta Y_{t}=\gamma_{1} Y_{t-1}+\gamma_{2} X_{t-1}+\mu_{1}+\varepsilon_{1 t} \\
\Delta X_{t}=\mu_{2}+\varepsilon_{2 t} .
\end{gathered}
$$

1. Find the characteristic polynomial and its roots.
2. Find the matrices $\Pi, \Gamma, \alpha, \beta, \alpha_{\perp}$, and $\beta_{1}$.
3. Check that $\Pi$ has reduced rank and find the condition for $\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}$ to have reduced rank.
4. Find in this case $\left(\alpha, \alpha_{1}, \alpha_{2}\right)$ and $\left(\beta, \beta_{1}, \beta_{2}\right)$ and show that

$$
C_{2}=\left[\begin{array}{cc}
0 & \gamma_{2} \\
0 & 0
\end{array}\right]
$$

What is $C_{1}$ ? When does the quadratic trend disappear?

## 4.7

Consider the model

$$
X_{t}=\Pi_{1} X_{t-1}+\varepsilon_{t} .
$$

1. Show that the conditions from Granger's Theorem, (4.4) and (4.5), are given by

$$
\Pi_{1}=I+\alpha \beta^{\prime},
$$

$$
\begin{equation*}
\alpha^{\prime}{ }_{\perp} \beta_{\perp} \text { full rank. } \tag{4.35}
\end{equation*}
$$

2. Consider next the model

$$
X_{t}=\Pi_{1} X_{t-1}+\Pi_{2} X_{t-2}+\varepsilon_{t}
$$

and define $\Pi=-I+\Pi_{1}+\Pi_{2}$ and $\Gamma=I+\Pi_{2}$. The conditions are now

$$
\begin{align*}
& \Pi_{1}+\Pi_{2}=I+\alpha \beta^{\prime}, \\
& \alpha^{\prime}{ }_{\perp}\left(I+\Pi_{2}\right) \beta_{\perp} \quad \text { full rank. } \tag{4.36}
\end{align*}
$$

Now rewrite the model as

$$
\Delta\left[\begin{array}{c}
X_{t} \\
X_{t-1}
\end{array}\right]=\left[\begin{array}{cc}
\Pi_{1}-I & \Pi_{2} \\
I & -I
\end{array}\right]\left[\begin{array}{c}
X_{t-1} \\
X_{t-2}
\end{array}\right]+\left[\begin{array}{c}
\varepsilon_{t} \\
0
\end{array}\right]=\tilde{\Pi} \tilde{X}_{t-1}+\tilde{\varepsilon}_{t} .
$$

Show that the matrix $\tilde{\Pi}$ has reduced rank $\tilde{\Pi}=\tilde{\alpha} \tilde{\beta}^{\prime}$ and that

$$
\tilde{\beta}_{\perp}=\left[\begin{array}{c}
\beta_{\perp} \\
\beta_{\perp}
\end{array}\right], \tilde{\alpha}_{\perp}=\left[\begin{array}{c}
\alpha_{\perp} \\
\Pi_{2}^{\prime} \alpha_{\perp}
\end{array}\right]
$$

such that condition (4.36) reduces to condition (4.35) for the companion matrix.

## 4.8

An extension of Granger's Theorem.
Let $A(z)=I-\sum_{i=1}^{k} \Pi_{i} z^{i}$ be the characteristic polynomial of the $p$-dimensional autoregressive process $X$. We assume that $\mid A(z)=0$ implies that $|z|>1$ except for $s$ distinct points $z=(z, \ldots, z)$, where $|z| \leq 1, i=1, \ldots, s$ and want to find an expression for $A^{-1}(₹)$. We define $z_{0}=0$ and the polynomials

$$
\begin{aligned}
P(z) & =\prod_{m=0}^{s}\left(z-z_{m}\right), \\
P_{i}(z) & =\prod_{m=0, m \neq i}^{s}\left(z-z_{m}\right), \\
P_{i j}(z) & =\prod_{m=0, m \neq i, j}^{z}\left(z-z_{m}\right) .
\end{aligned}
$$

1. Show that

$$
\begin{array}{ll}
d P(z) / d z & =\sum_{i=0}^{s} P_{i}(z) \\
d^{2} P(z) / d z^{2} & =\sum_{i \neq j}^{s} P_{i j}(z)
\end{array}
$$

EXERCISE 4.1 2. Prove the representation

$$
\begin{equation*}
A(z)=\sum_{i=0}^{s} A\left(z_{i}\right) \frac{P_{i}(z)}{P_{i}\left(z_{i}\right)}+P(z) A^{*}(z) \tag{4.37}
\end{equation*}
$$

where $A^{*}(\approx)$ is a polynomial, and show how this representation gives rise to an error correction formulation of the model for $X_{\text {. }}$ [Hint: consider the polynomial

$$
A(z)-\sum_{i=0}^{s} A\left(z_{i}\right) \frac{P_{i}(z)}{P_{i}\left(z_{i}\right)},
$$

and check the values for $z=z, z, \ldots, z]$
3. Show that for $m=0, \ldots, s$

$$
\begin{aligned}
\Gamma_{m} & =\left.\frac{d A(z)}{d z}\right|_{z=z_{m}} \\
& =\sum_{i \neq m}^{s} A\left(z_{i}\right) \frac{P_{i m}\left(z_{m}\right)}{P_{i}\left(z_{i}\right)}+\frac{A\left(z_{m}\right)}{P_{m}\left(z_{m}\right)} \sum_{j \neq m} P_{m j}\left(z_{m}\right)+P_{m}\left(z_{m}\right) A^{*}\left(z_{m}\right) .
\end{aligned}
$$

4. Consider the special case where $z=1$ is the only root with absolute value $\leq 1$, and define $z=0, z=1$ and let $A(1)=\alpha \beta^{\prime}$, and note that $A(0)=I$. Find the error correction model for this case.
5. Consider next the case where $z=1$ and $z=-1$ are roots and choose $z=0, z=1, z_{2}=-1$ and define $A(1)=-\alpha_{1} \beta_{1}^{\prime}, A\left(z_{2}\right)=-\alpha_{2} \beta_{2}^{\prime}$ and find the corresponding error correction model, and Granger's representation. Consider again the general situation. Since $z, \ldots, z$ are roots of the equation $|A(z)|=0$ it follows that $A(z)=-\alpha \beta_{i}^{\prime}$ for some $p \times r_{i}$ matrices of full rank, $0 \leq r_{i}<p, i=1, \ldots, s$. Assume further that for $i=1, \ldots, s$, $\alpha_{i \perp}^{\prime} \Gamma_{i} \beta_{i \perp}$ has full rank and define

$$
C_{i}=\beta_{i \perp}\left[\alpha_{i \perp}^{\prime} \Gamma_{i} \beta_{i \perp}\right]^{-1} \alpha_{i \perp}^{\prime} .
$$

6. Show that

$$
C(z)=\sum_{i=1}^{s} C_{i} \frac{1}{z-z_{i}}+C^{*}(z)
$$

where $C^{*}(z)=\sum_{i=0}^{\infty} C i * z^{i}$, can be chosen such that $C(\approx) A(z)=I$.
[Hint: the function $A^{-1}(z)$ is well defined for all points $|z| \leq 1$, apart from the points in $\left.z, \ldots, z\right\}$. Show that in a neighbourhood of $\approx$

$$
\begin{aligned}
& A^{-1}(z)-C_{i} \frac{1}{z-z_{i}} \\
& =\left(\beta_{i}, \frac{1}{z-z_{i}} \beta_{i \perp}\right)\left\{\left(\alpha_{i,}, \alpha_{i \perp}\right)^{\prime} A(z)\left(\beta_{i}, \frac{1}{z-z_{i}} \beta_{i \perp}\right)\right\}^{-1}\left(\alpha_{i}, \alpha_{i \perp}\right)^{\prime}-C_{i} \frac{1}{z-z_{i}}
\end{aligned}
$$

has no pole at $z=\%$ and hence that

$$
A^{-1}(z)-\sum_{i=1}^{s} C_{i} \frac{1}{z-z_{i}}
$$

has a convergent power series.] (Hylleberg et al.(1990), Johansen and Schaumburg (1996).)

## 4.9

Let the univariate process be defined by the equations

$$
\Delta X_{t}=\pi X_{t-1}+\varepsilon_{t},
$$

for some $\pi$ in the interval $-2<\pi<0$, and define the correlation

$$
\lambda^{2}=\operatorname{Cov}\left(\Delta X_{t}, X_{t-1}\right)^{2} / \operatorname{Var}\left(\Delta X_{t}\right) \quad \operatorname{Var} \quad\left(X_{t-1}\right)
$$

Show that $\lambda^{2}=-\pi$
4.10

Consider the usual model

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\varepsilon_{t},
$$

where $\varepsilon$, have variance $\Omega$, and define the matrices

$$
\begin{aligned}
& \Sigma_{00}=\operatorname{Var} \quad\left(\Delta X_{t}\right) \\
& \Sigma_{\beta \beta}=\operatorname{Var} \quad\left(\beta^{\prime} X_{t}\right) \\
& \Sigma_{\beta 0}=\operatorname{Cov} \quad\left(\beta^{\prime} X_{t-1}, \Delta X_{t}\right) .
\end{aligned}
$$

1. Show that

$$
\begin{aligned}
& \Sigma_{00}=\alpha \Sigma_{\beta 0}+\Omega \\
& \Sigma_{\beta 0}=\Sigma_{\beta \beta} \alpha^{\prime}
\end{aligned}
$$

such that

$$
\Sigma_{00}=\alpha \Sigma_{\beta \beta} \alpha^{\prime}+\Omega
$$

2. Use these results to show that

$$
\begin{aligned}
\left(\alpha^{\prime} \Sigma_{00}^{-1} \alpha\right)^{-1} \alpha^{\prime} \Sigma_{00}^{-1} & =\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1} \alpha^{\prime} \Omega^{-1} \\
\Sigma_{00}^{-1}-\Sigma_{00}^{-1} \alpha\left(\alpha^{\prime} \Sigma_{00}^{-1} \alpha\right)^{-1} \alpha^{\prime} \Sigma_{00}^{-1} & =\alpha_{\perp}\left(\alpha_{\perp}^{\prime} \Sigma_{00} \alpha_{\perp}\right)^{-1} \alpha^{\prime} \perp \\
& =\alpha_{\perp}\left(\alpha^{\prime} \perp \Omega \alpha_{\perp}\right)^{-1} \alpha^{\prime} \perp \\
& =\Omega^{-1}-\Omega^{-1} \alpha\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1} \alpha^{\prime} \Omega^{-1} \\
\Sigma_{\beta \beta}\left(\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta}\right)^{-1} \Sigma_{\beta \beta}-\Sigma_{\beta \beta} & =\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1}
\end{aligned}
$$

### 4.11

Consider the equation

$$
\left|\lambda \Sigma_{\beta \beta}-\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta}\right|=0 .
$$

1. Introduce $\alpha=\Sigma_{0 \beta} \Sigma_{\beta \beta}^{-1}$ and use $\Sigma_{00}=\alpha \Sigma_{\beta \beta} \alpha^{\prime}+\Omega$ to reduce (4.38) to

$$
\left|\lambda \Sigma_{\beta \beta}^{-1}-\alpha^{\prime}\left(\alpha \Sigma_{\beta \beta} \alpha^{\prime}+\Omega\right)^{-1} \alpha\right|=0
$$

2. Show that if $\varrho$ solves

$$
\left|\rho \Sigma_{\beta \beta}^{-1}-\alpha^{\prime} \Omega^{-1} \alpha\right|=0,
$$

then

$$
\lambda=\rho /(1+\rho) .
$$

### 4.12

Consider the model

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\varepsilon_{t}
$$

1. Show that

$$
\beta^{\prime} X_{t}=\sum_{i=0}^{t-1}\left(I+\beta^{\prime} \alpha\right)^{i} \beta^{\prime} \varepsilon_{t-i}+\left(I+\beta^{\prime} \alpha\right)^{t} \beta^{\prime} X_{0}
$$

2. Show that if the roots of the characteristic polynomial are either greater than 1 in absolute value or equal to 1 , and if $\alpha_{\perp}^{\prime} \beta_{\perp}$ has full rank then $I+\beta^{\prime} \alpha$ has eigenvalues in the unit circle and we can define

$$
\beta^{\prime} X_{0}=\sum_{i=0}^{\infty}\left(I+\beta^{\prime} \alpha\right)^{i} \beta^{\prime} \varepsilon_{0-i},
$$

which makes $\beta^{\prime} X$, a stationary process.
3. Show that this relation implies that $\Delta X_{t}=C(L) \varepsilon$, where

$$
C(0)=I \quad \text { and } \quad C_{n}=\alpha\left(I+\beta^{\prime} \alpha\right)^{n-1} \beta^{\prime}, n=1,2, \ldots
$$

and show that

$$
C=C(1)=\beta_{\perp}\left(\alpha^{\prime} \perp \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime} .
$$

4. Define $\Sigma_{\beta \beta}=\operatorname{Var}\left(\beta^{\prime} X\right)$ and show that

$$
\begin{aligned}
\Sigma_{\beta \beta} & =\Sigma_{i=0}^{\infty}\left(I+\beta^{\prime} \alpha\right)^{i} \beta^{\prime} \Omega \beta\left(I+\alpha^{\prime} \beta\right)^{i} \\
& =\beta^{\prime} \Omega \beta+\left(I+\beta^{\prime} \alpha\right) \Sigma_{\beta \beta}\left(I+\alpha^{\prime} \beta\right) .
\end{aligned}
$$

Show that

$$
\Sigma_{00}=\operatorname{Var} \quad\left(\Delta X_{t}\right)=\alpha \Sigma_{\beta \beta} \alpha^{\prime}+\Omega
$$

and that

$$
\begin{aligned}
\Sigma_{1} & =\lim _{T \rightarrow \infty} T^{-1} \Sigma_{t=1}^{T} E\left(\Sigma_{i=1}^{t-1} \Delta X_{i}\right) \Delta X_{t}^{\prime} \\
& =-\alpha \Sigma_{\beta \beta}\left(I+\alpha^{\prime} \beta\right)^{-1}\left(\alpha^{\prime} \beta\right)^{-1} \alpha^{\prime}-\Omega \beta\left(\alpha^{\prime} \beta\right)^{-1} \alpha^{\prime}
\end{aligned}
$$

and

$$
\Sigma=\lim _{T \rightarrow \infty} T^{-1} E\left(\sum_{i=1}^{T} \Delta X_{i}\right)\left(\sum_{i=1}^{T} \Delta X_{i}\right)^{\prime}=C \Omega C^{\prime}
$$

5. Next show that

$$
\Sigma=\Sigma_{00}+\Sigma_{1}+\Sigma_{1}^{\prime} .
$$

[Hint: it pays to show that

$$
\left(\beta^{\prime} \alpha\right)^{-1} \beta^{\prime} \Omega \beta\left(\alpha^{\prime} \beta\right)^{-1}=-\Sigma_{\beta \beta}-\Sigma_{\beta \beta}\left(\alpha^{\prime} \beta\right)^{-1}-\left(\beta^{\prime} \alpha\right)^{-1} \Sigma_{\beta \beta} \text {.] }
$$

4.13

Let

$$
\begin{aligned}
& Y_{t}=B^{\prime} X_{t}+\varepsilon_{1 t} \\
& \Delta^{2} X_{t}=\varepsilon_{2 t} .
\end{aligned}
$$

1. Find the characteristic polynomial and its roots. Find $\Pi, \Gamma, \alpha, \beta, \alpha_{\perp}, \beta_{\perp}$ and check the rank condition for $I(2)$.
2. Find $\left(\alpha, \alpha_{1}, \alpha_{2}\right)$ and $\left(\beta, \beta_{1}, \beta_{2}\right)$ and the representation of $(Y, X)$ as a function of the initial values and the $\varepsilon$.

## 5 The I(1) Models and Their Interpretation

In this chapter we consider model (4.1) with deterministic terms $D$,

$$
\begin{equation*}
\Delta X_{t}=\Pi X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\Phi D_{t}+\varepsilon_{t} \tag{5.1}
\end{equation*}
$$

We define in section 5.1 the basic reduced form error correction model for cointegration in terms of a reduced rank hypothesis on the matrix $\Pi=\alpha \beta^{\prime}$ which defines the cointegrating vectors $\beta$ and adjustment coefficients $\alpha$. The parameters $\alpha$ and $\beta$ are not identified and this is discussed in section 5.2 , where a convenient normalization is suggested. In section 5.3 we discuss the hypotheses that can be formulated in terms of linear restrictions on $\beta$ and formulate the identification problem for cointegrating relations. In section 5.4 similar hypotheses are formulated in terms of the adjustment coefficients. One can formulate quite general hypotheses about the coefficients, and we give in section 5.6 a formulation of the hypothesis of Granger non-causality. In section 5.7 we show how the deterministic terms can give rise to a number of different models describing different properties of the process, depending on restrictions on the deterministic terms like constant and linear drift terms. Finally the role of intervention dummies is discussed in section 5.8.

### 5.1 The I(1) Models for Cointegration

Definition 5.1 The $I(1)$ model $H(r)$ is defined as the submodel of the VAR we obtain under the reduced rank condition

$$
\Pi=\alpha \beta^{\prime}
$$

where $\alpha$ and $\beta$ are $p \times r$ matrices. The reduced form error correction model is

$$
\begin{equation*}
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\Phi D_{t}+\varepsilon_{t} \tag{5.2}
\end{equation*}
$$

where the parameters $\left(\alpha, \beta, \Gamma_{1}, \ldots, \Gamma_{k-1}, \Phi, \Omega\right)$ vary freely.

Note that the parameter space allows for all kinds of non-stationarity, and that the full rank condition (4.5) for $I(1)$ is satisfied for all but a set of Lebesgue measure zero. Thus in this sense 'most' of the parameter values in the $I(1)$ model correspond to $I(1)$ variables. This means that the estimates derived without the restrictions (4.5) will automatically satisfy the condition. We also leave out the assumption that the roots should be outside the unit circle or at 1 , since this condition is difficult to handle analytically. Fortunately it happens most often that the estimates of the roots have the proper position, and if they do not it is an important piece of information to get.

The $I(1)$ model $H(r)$ can be formulated as the condition that the rank of $\Pi$ is less than or equal to $r$. This formulation shows that $I(1)$ models form a nested sequence of models

$$
H(0) \subset \cdots \subset H(r) \subset \cdots \subset H(p),
$$

where $H(p)$ is the unrestricted VAR model or the $I(0)$ model, and $H(0)$ corresponds to the restriction $\Pi=0$, which is just the VAR model for the process in differences. The models in between, $H(1), \ldots, H(p-1)$, ensure cointegration and are the models of primary interest to us here. Note that a different formulation would be to define $H^{0}(r)$ as the hypothesis that rank $(\Pi)=r$. In this way the models $H^{0}(r), r=0,1, \ldots, p$ are no longer nested. We prefer the formulation in terms of nested hypotheses but the problem reappears in Chapter 12, where the rank is being determined.

The formulation allows us to derive likelihood ratio tests for the hypothesis $H(r)$ in $H(r+1)$ and $H(r)$ in the unrestricted model $H(p)$. These procedures can then be applied to check if ones prior knowledge of the number of cointegrating relations is consistent with the data, or alternatively to construct an estimator of the cointegrating rank.

Vector autoregressive models in levels have been applied to describe stationary processes and for $I(1)$ variables the VAR model in differences was often applied. The cointegration models give a nested sequence of models between the VAR in levels and the VAR in differences and give the possibility to investigate the coefficient matrix $\Pi$ as to the information it may convey concerning long-run information in the data.

### 5.2 The Parametrization of the $I(1)$ Model

The $\beta$ vectors are the cointegrating vectors and $\beta^{\prime} X$, is the disequilibrium error. The coefficients $\alpha$ measure the adjustment to past equilibrium errors once these have been uniquely defined.

The parameters $\alpha$ and $\beta$ in (5.2) are not uniquely identified in the sense that given any choice of $\alpha$ and $\beta$ and any nonsingular matrix $\xi(r \times r)$ the choice $\alpha \xi$ and $\beta\left(\xi^{\prime}\right)^{-1}$ will give the same matrix $\Pi$ and hence determine
the same probability distribution for the variables. One way of expressing this is to say that what the data can determine is the space spanned by the columns in $\beta$, the cointegrating space, and the space spanned by $\alpha$, the adjustment space.

In general the only functions of $\alpha$ and $\beta$ that can be estimated are those that can be expressed as functions of the matrix $\Pi$. If $\Pi$ has rank $r$, then the space spanned by the rows, the cointegrating space, is $r$-dimensional. Any two coordinate systems in this space, i.e. any two choices of $\beta$ are related by a non-singular transformation $\xi(r \times r)$, i.e. $\beta_{1}=$ $\beta_{2} \xi$. In order that $f(\beta)$ be estimable it must take the same value for all choices of the coordinate system in the row space spanned by $\Pi$. Hence the functions that can be estimated must satisfy

$$
f(\beta)=f(\beta \xi) \quad \text { for all } \quad \xi(r \times r) .
$$

If we choose a matrix $c(p \times r)$ and assume that $c^{\prime} \beta$ has full rank we define $\beta=\beta\left(c^{\prime} \beta\right)^{-1}$ such that $\beta$ has been normalized by $c$, i.e. $c^{\prime} \beta=I$. It is easily checked that

$$
\beta\left(c^{\prime} \beta\right)^{-1}=\beta \xi\left(c^{\prime} \beta \xi\right)^{-1}, \quad \text { for all } \quad \xi(r \times r) \quad \text { of full rank }
$$

such that the function $f(\beta)=\beta$ is estimable. Hence $\beta$, is one way of identifying the coefficients using zero restrictions and normalizations as specified by the columns of $c$. If in particular $X_{t}=\left(X_{10}^{\prime}, X_{2}^{\prime}\right)^{\prime}, c=(I, 0)^{\prime}$ and $\beta=\left(-\beta_{1}^{\prime}\right.$, $\left.\beta_{2}^{\prime}\right)^{\prime}$, then $\beta_{c}=\left(I,-\left(\beta_{1}^{\prime}\right)^{-1} \beta_{2}^{\prime}\right)^{\prime}=(I,-B)^{\prime}$ corresponding to solving the relations $\beta^{\prime} X_{\text {, }}$ for the first $r$ components of $X$, that is, $X_{1}=B X_{2 r}$. Another way of uniquely identifying $\beta$ would be to impose different restrictions on the individual relations, see (5.6), or even cross-equation restrictions.
It is important to emphasize that one cannot estimate the individual coefficients of $\beta$ unless one specifies a normalization or identification. This is obvious for $r=1$, where estimation of a single coefficient has no meaning, but where the estimation of the ratio of two coefficients is what one is interested in. For $r>1$ the situation is somewhat more difficult. It must be emphasized too that even though one cannot estimate individual coefficients without identifying the system, it is nevertheless possible to test some hypotheses on the parameters without necessarily identifying the system first. This is discussed in the next section.

### 5.3 Hypotheses on the Long-Run Coefficients $\beta$

We here formulate some natural questions concerning the cointegrating vectors $\beta$, and show how they can be formulated in terms of linear restrictions on $\beta$.

In order to formulate the relevant questions it is useful to have an example and we consider the first illustrative example with the variables: $m_{0}$, $\log$ real money, $y$, log real income, and two interest rates: a deposit rate $i_{t}^{d}$ and a bond rate $i_{t}^{b}$.

It seems a natural hypothesis that in the long-run relation the velocity of money is a function of the interest rates. This can be formulated as the hypothesis that the cointegrating relation only contains $m_{t}$ and $y_{t}$ through $m_{t}-y_{t}$, or in other words that the coefficients to money and income add to zero. For $R^{\prime}=(1,1,0,0)$ the restriction that the coefficients to $m$ and $y$ are equal with opposite sign can be expressed as the indirect parameterization $R^{\prime} \beta=0$. For the analysis that follows in later sections it is convenient to express these restrictions in the direct parametrization in terms of $H=R_{1}$ :

$$
\begin{equation*}
\beta=H \varphi, \tag{5.3}
\end{equation*}
$$

where $H(p \times s)$ is known and $\phi(s \times r)$ is the parameter to be estimated. For $R=(1,1,0,0)$ ' the matrix $H$ is given by

$$
H=\left[\begin{array}{ccc}
1 & 0 & 0 \\
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

such that $H \boldsymbol{\phi}=\left(\boldsymbol{\phi}_{1},-\boldsymbol{\phi}_{1}, \boldsymbol{\phi}_{2}, \boldsymbol{\phi}_{3}\right)^{\prime}$. The condition can also be expressed geometrically as a restriction on the cointegrating space $s p(\beta)$ :

$$
s p(\beta) \subset s p(H)
$$

In other words, whereas the restriction $\Pi=\alpha \beta^{\prime}$ gives rise to estimation of an $r$-dimensional subspace chosen in $R^{p}$, then the restriction (5.3) restricts the subspace to lie in the given subspace $s p(H)$ of $R^{p}$.

Note that this hypothesis about the coefficients can be formulated without first identifying the cointegrating relations, since it is formulated as a restriction that holds for all vectors in $s p(\beta)$.
The hypothesis that only the interest differential $i_{t}^{b}-i_{t}^{d}$ enters the longrun relation can be expressed as (5.3) with the choice

$$
R=\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right], \quad R_{\perp}=H=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & -1
\end{array}\right]
$$

If our hypothesis is that, say, the long bond rate is excluded from the cointegrating relations this can be formulated as (5.3) using

$$
R=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right], \quad R_{\perp}=H=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]
$$

Another question of interest is whether velocity, as measured by $m_{t}-y_{t}$ is stationary, that is, if the vector $b^{\prime}=(1,-1$, $0,0)$ is a cointegrating vector. More generally one can consider a given set of $s$ vectors $b(p \times s)$ and ask if they belong to the cointegrating space. This can be expressed as

$$
\begin{equation*}
\beta=(b, \varphi), \tag{5.4}
\end{equation*}
$$

where the $p \times(r-s)$ matrix $\varphi$, containing the remaining $r-s$ cointegrating vectors, is to be estimated.
This hypothesis can also be expressed as

$$
s p(b) \subset s p(\beta)
$$

Thus natural economic questions can be formulated as simple linear restrictions on the cointegrating space.
Note that (5.4) can be used to formulate the hypothesis that one of the components of the vector $X$, is in fact stationary. If for instance we take $b^{\prime}=(0,0,1,0)$, then hypothesis (5.4) specifies that the short-term interest rate is stationary. Thus the question of stationarity of individual series can be formulated in a natural way in terms of parameters in the multivariate system, and is a hypothesis that is conveniently checked inside the model rather than a question that has to be determined before the analysis starts. Thus one can include in the cointegration analysis the variables that are considered economically meaningful as long as they are $I(1)$ or $I(0)$. By including a stationary variable in the vector $X$, we add an extra cointegrating vector, that is, an extra dimension to the cointegrating space. It is this possibility to have unit vectors as cointegrating vectors that forces us to have a definition of $I(1)$ that allows both $I(1)$ and $I(0)$ components.

Finally we consider a general hypothesis of the form

$$
\begin{equation*}
\beta=\left(H_{1} \varphi_{1}, H_{2} \varphi_{2}\right) \tag{5.5}
\end{equation*}
$$

where for $i=1,2, H_{i}$ is $p \times s_{s}$, and $\phi_{i}$ is $s_{i} \times r_{r}$, with $r_{i} \leq s_{i} \leq p$ and $r_{1}+r_{2}=r$. In other words we impose $p-s_{1}$ restrictions on one set of cointegrating vectors and $p-s_{2}$ on the remaining vectors.
This hypothesis contains the previous ones as special cases. First let $r_{2}=s_{2}=0$, and $H_{1}=H$, then (5.5) reduces to (5.3). Next let $H_{1}=b$, and choose $s_{1}=r_{1}=s$, and $s_{2}=p$, and $H_{2}=I$. Then the first set of vectors, $H_{1 \phi}$, will just give the vectors in $b$, and the second set is unrestricted.

The geometric formulation of the hypothesis is that

$$
s p(\beta) \cap s p\left(H_{i}\right)
$$

is of dimension at least $r_{s} i=1,2$, or in other words that there are at least $r_{i}$ of the cointegrating relations that satisfy the restrictions expressed by $H_{i}$ or rather $\left(H_{i}\right)_{\perp}$. As an example of such a hypothesis consider the case $r=2$, and the hypotheses that $m_{t}$ and $y_{t}$ cointegrate. This hypothesis can be formulated as the existence of a cointegrating vector of the form $\left(\phi_{1}, \phi_{2}, 0,0\right)$ for some $\phi_{1}$ and $\phi_{2}$. For this case we would take

$$
H_{1}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0
\end{array}\right], \quad H_{2}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

such that $r_{1}=1, s_{1}=2, r_{2}=1$, and $s_{2}=4$.
Note that (5.5) can be used to formulate linear restrictions on the various cointegrating relations, and is thus a formulation of the general problem of specifying identifying and over-identifying restrictions in structural equations. To be specific let $r=2$ and define the identifying restrictions on the cointegrating vectors by the restrictions $R^{\prime} \beta_{1}=0$ and $R_{2}^{\prime} \beta_{2}=0$. Then we define $H_{i}=R_{i}, i=1,2$, and formulate the estimation problem as that of estimating $\beta_{1}$ and $\beta_{2}$ under the constraint (5.5). This then is the estimation problem for structural long-run relations with individual linear restrictions.

In the second illustrative example we can consider the hypothesis that the real exchange rate $p_{t}^{\mathrm{au}}-p_{t}^{\mathrm{us}}-$ exch $_{t}$ is a stationary relation. This can clearly be formulated as (5.4) with $s p(1,-1,-1,0,0) \in s p(\beta)$. If this fails we can ask another question, namely whether there is a cointegrating relation between $p_{t}^{\mathrm{au}}, p_{t}^{\mathrm{us}}$, and exch, and another between the interest rates. This can be formulated as (5.5) with

$$
H_{1}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \quad H_{2}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0 \\
0 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right] .
$$

One can of course generalize the above hypothesis to involve more than two types of restrictions, see (5.6). If we have $r$ cointegrating relations we naturally want to identify them as economically meaningful relations. This is usually formulated by restricting the coefficients in each relation by linear restrictions. Thus let $R_{i}$ be the restrictions on the $i$ th cointegrating relation, i.e. $\mathrm{R}^{\prime} \beta_{i}=0$. With $H_{i}=R_{i 山}$ one can write this hypothesis as

$$
\begin{equation*}
\beta=\left(H_{1} \varphi_{1}, \ldots, H_{r} \varphi_{r}\right) \tag{5.6}
\end{equation*}
$$

where each $\phi_{i}$ is $s_{i} \times 1$.
The rank condition applied to this problem states that as long as there
are no further identifying conditions on the parameters of the model then $\beta$ is identified if and only if the parameters satisfy the conditions

$$
\operatorname{rank}\left(R_{i}^{\prime} \beta\right)=\operatorname{rank}\left(R_{i}^{\prime}\left(H_{1} \varphi_{1}, \ldots, H_{r} \varphi_{r}\right)\right)=r-1, i=1, \ldots, r
$$

Since the true parameter value is unknown this condition is usually interpreted as follows, see Fisher (1966): for each $i$ we define a polynomial, which for $i=1$, say, becomes

$$
P_{1}(\varphi)=\left|\left(H_{2} \varphi_{2}, \ldots, H_{r} \varphi_{r}\right)^{\prime} R_{1} R^{\prime}{ }_{1}\left(H_{2} \varphi_{2}, \ldots, H_{r} \varphi_{r}\right)\right| .
$$

A polynomial is either identically equal to zero, in which case the rank condition fails for any parameter value, or is zero on a very small set (of Lebesgue measure zero). In this case 'most' parameter values are identified. One can say that in this case the cointegrating relations are generically identified. Note that the property of being generically identifying is a property of the restrictions, not the parameter value, and is hence a property of the statistical model, as specified by (5.1) with the restrictions imposed. An algebraic condition for generic identification is given in Johansen (1995b), expressed as a set of necessary and sufficient conditions for the restrictions $R_{1}, \ldots, R$, to be identifying. The conditions involve checking the rank of certain matrices, depending on R and $H$. Thus in particular for $r=3$ the conditions become

$$
\operatorname{rank}\left(R_{i}^{\prime} H_{j}\right) \geq 1, i \neq j, \text { and } \operatorname{rank}\left(R^{\prime}{ }_{i}\left(H_{j} H_{k}\right)\right) \geq 2, i \neq j \neq k .
$$

The parametrization (5.6) only determines the parameters $\phi_{1}, \ldots, \phi_{\text {, }}$ up to a constant factor, and it is customary to normalize $\beta_{i}$ as follows:

$$
\beta_{i}=h_{i}+H^{i} \Psi_{i}
$$

where $\psi_{i}$ is now $\left(s_{i}-1\right) \times 1, h_{i}$ is a vector in $s p(H)$, and $s p\left(h_{i}, H\right)=s p\left(H_{i}\right)$. Usually $h_{i}$ is a unit vector and $H^{i}$ has zeroes in the corresponding row, such that $\beta_{i}$ is normalized on one of the coefficients. Thus for instance if we consider the above example with prices, exchange rate and interest rates, and we want to normalize on the coefficient to $p^{\text {au }}$ and $\dot{i}^{\text {iu }}$ then we choose

$$
h_{1}=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0 \\
0
\end{array}\right], H^{1}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0
\end{array}\right], h_{2}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1 \\
0
\end{array}\right], H^{2}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
1
\end{array}\right] .
$$

Even though the classical rank condition solves the problem of identification there still remains the empirical problem of testing that the true parameter
does not actually correspond to one of the exceptional points where the rank condition fails to hold. As an example consider the following situation, where $p=4$ and $r=2$ and $\beta$ is given by

$$
\beta=\left[\begin{array}{cc}
\varphi_{1} & \varphi_{3} \\
0 & \varphi_{4} \\
\varphi_{2} & 0 \\
0 & \varphi_{5}
\end{array}\right]=\left\{\left[\begin{array}{ll}
1 & 0 \\
0 & 0 \\
0 & 1 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
\varphi_{1} \\
\varphi_{2}
\end{array}\right],\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\varphi_{3} \\
\varphi_{4} \\
\varphi_{5}
\end{array}\right]\right\rangle
$$

The rank condition is satisfied if $R_{1}^{\prime} \beta_{2}=\left(\phi_{4}, \phi_{5}\right)^{\prime} \neq(0,0)^{\prime}$ and $R_{2}^{\prime} \beta_{1}=\phi_{2} \neq 0$. This condition holds in general, that is, in the five-dimensional parameter space for $\left(\phi_{1}, \phi_{2}, \ldots, \phi_{5}\right)$. The set where $\phi_{4}=\phi_{5}=0$ or $\phi_{2}=0$ is a very small subset. But in an analysis of a given data set it may hold that, say, $\phi_{2}$ is not significantly different from zero, and hence a test that $\phi_{2}=0$ will reveal that the identification rests on an assumption that is not sustained by the data. A general formulation of this is that if a submodel, given by further restrictions, is accepted by the data, and if this submodel is not identified, then the true parameter corresponds to one of the exceptional points where the rank condition fails. Such a general problem is difficult to formulate and solve, and we shall instead give another formulation that allows a simple answer, but still solves the basic problem, see Boswijk (1995).

In order to formulate this solution consider the situation where we assume that $\operatorname{rank}\left(\mathrm{R}_{1}^{\prime} \beta\right)<r-1$, such that a linear combination of $\beta_{2}, \ldots, \beta$, satisfies the restrictions given by $R_{1}$ and hence is contained in the space spanned by $H_{1}$. This situation can be formulated as the hypothesis

$$
\begin{equation*}
\beta=\left(H_{1} \varphi_{1}, \varphi_{2}\right) \tag{5.7}
\end{equation*}
$$

where $\phi_{1}$ is $s_{1} \times 2$ and $\phi_{2}$ is $p \times(r-2)$. If this hypothesis is rejected then clearly it will also be rejected if further identifying restrictions are enforced upon $\beta_{3}, \ldots, \beta_{\text {, }}$, and hence the relation defined by $R_{1}^{\prime} \beta_{1}=0$ is identified. This hypothesis, however, is of the form (5.5), and will be analysed in Chapter 6.

If it is accepted one can achieve two cointegrating relations which satisfy $R_{1}^{\prime} \beta_{1}=0$ and $R_{1}^{\prime} \beta_{2}=0$. This shows that $R_{1}$ does not identify a relation if the remaining cointegrating vectors vary freely. This type of restrictions is treated in detail in Johansen and Juselius (1990), (1992), and (1994).

### 5.4 Hypotheses on the Adjustment Coefficients $\alpha$

The natural question to ask about the adjustment vectors is whether the coefficients in $\alpha$ are zero for a certain subset of equations. This hypothesis means that the subset of variables is weakly exogenous, for the long-run parameters and the remaining adjustment parameters, see Chapter 8. Thus if
for instance $r=1$ one can ask if the equations for income and interest rates contain any information on the cointegrating vector. If not the analysis can proceed conditional on current values of $y_{t} b_{t}^{b}$, and $i_{t}^{d}$. The hypothesis can be formulated as a linear restriction on the columns of $\alpha$ as follows

$$
\begin{equation*}
\alpha=A \psi \tag{5.8}
\end{equation*}
$$

where $A$ is $(p \times m)$ and known and $\psi$ is the ( $m \times r$ ) parameter to be estimated.
If $r=1$, we formulate the weak exogeneity of $y_{t} b_{t}{ }^{b}$, and $i_{t}^{d}$ as

$$
A=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]
$$

The geometric formulation is

$$
s p(\alpha) \subset s p(A)
$$

Note that zeros in a row of $\alpha$ means that disturbances from this equation cumulate to a common trend since $\alpha_{\perp}$ contains the corresponding unit vector. In view of the interpretation of $\alpha_{\perp}$ as the coefficients of the common trends it seems natural to impose also linear restrictions on the common trends. Such a hypothesis can be formulated as

$$
\begin{equation*}
\alpha_{\perp}=K \psi \tag{5.9}
\end{equation*}
$$

or geometrically

$$
s p\left(\alpha_{\perp}\right) \subset s p(K)
$$

This statement, however, is equivalent to

$$
s p\left(K_{\perp}\right) \subset s p(\alpha)
$$

Thus we are back in the formulation of the type (5.4), namely that certain vectors of $\alpha$ are assumed known. Hypotheses on $\alpha$ and in particular the coefficients of $\alpha_{1}$ have been studied by Warne (1993), with the purpose of identifying structural shocks. Such hypotheses as well as hypotheses on weak exogeneity are in general not invariant to an extension of the information set and should thus be interpreted within a given information set.

### 5.5 The Structural Error Correction Model

Even though the purpose of an econometric analysis is to find a good structural model we discuss this rather briefly and refer to the book by

Banerjee et al. (1993) for a more comprehensive treatment.
Multiplying equation (5.2) by a matrix $\Gamma_{0}^{*}$ gives the structural error correction model

$$
\begin{equation*}
\Gamma_{0}^{*} \Delta X_{t}=\alpha^{*} \beta^{\prime} X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{i}^{*} \Delta X_{t-i}+\Phi^{*} D_{t}+\varepsilon_{t}^{*} \tag{5.10}
\end{equation*}
$$

where $\varepsilon_{t}^{*}=\Gamma_{0}^{*} \varepsilon_{t}$ is Gaussian $N_{p}\left(0, \Omega{ }^{*}\right), \Omega^{*}=\Gamma_{0}^{*} \Omega \Gamma_{0}^{*}$.
Note that the parameter $\beta$ is the same as in (5.2) but that all the other coefficients have changed. In order that the parameters

$$
\left(\alpha^{*}, \beta, \Gamma_{0}^{*}, \ldots, \Gamma_{k-1}^{*}, \Phi^{*}, \Omega *\right)
$$

be identified one can impose restrictions on the coefficients

$$
\begin{equation*}
\vartheta=\left(\alpha^{*}, \Gamma_{0}^{*}, \ldots, \Gamma_{k-1}^{*}, \Phi^{*}\right) . \tag{5.11}
\end{equation*}
$$

Such restrictions are of course well known from econometric textbooks, see Fisher (1966), and the usual rank condition again applies, as well as the formulations in connection with the identification of $\beta$.

Note that if $\Pi^{*}=\alpha^{*} \beta^{\prime}$ then the hypothesis of cointegration is a cross-equation restriction on the coefficients of $\Pi^{*}$ and a linear hypothesis on $\beta$ is in general a non-linear restriction on $\Pi^{*}$.

The conclusion of this is that the presence of non-stationary variables allows two distinct identification problems to be formulated. First the long-run relations must be identified uniquely in order that one can estimate and interpret them and then the short-run parameters $\vartheta$ must be identified uniquely in the usual way. See Johansen and Juselius (1992) for an empirical investigation involving both identification problems, and Hendry (1995) for a discussion of many aspects of the identification problem.

The cointegration analysis allows us to formulate long-run relations between variables, but the structural error correction model formulates equations for the variables in the system. Thus if $r=1$ in the example with money, income, and interest rates we can think of the cointegrating relation as a money relation if we solve it for money, but the equation for $\Delta m_{t}$ in the structural model is a money equation and models the dynamic adjustment of money to the past and the other simultaneous variables in the system.

### 5.6 General Hypotheses

It is easy to formulate simultaneous linear restrictions on $\alpha$ and $\beta$ of the type considered above. This allows for instance an estimation of $\beta$ under linear restrictions when weak exogeneity is imposed. This has been formulated in Johansen (1991b).

As an example of a complicated model, where something still can be said, consider the hypothesis of neutrality as formulated by Mosconi and Giannini (1992). The hypothesis can be defined by splitting $X$, into $X_{1 t}$ and $X_{2 t}$ of dimensions $p_{1}$ and $p_{2}$ respectively. The hypothesis of neutrality then says that $\Pi_{21}=0$. In the presence of cointegration this can be formulated as

$$
\Pi=\alpha \beta^{\prime} \quad \text { and } \quad \alpha_{2} \beta_{1}^{\prime}=0
$$

This can be satisfied if either $\alpha_{2}=0$, or $\beta_{1}=0$ or if the rows of $\alpha_{2}$ are orthogonal to those of $\beta_{1}$. A direct parametrization is given by

$$
\alpha=\left(\begin{array}{ccc}
\alpha_{11} & \alpha_{12} & \alpha_{13} \\
0 & 0 & \alpha_{23}
\end{array}\right), \beta=\left(\begin{array}{ccc}
\beta_{11} & 0 & 0 \\
\beta_{21} & \beta_{22} & \beta_{23}
\end{array}\right)
$$

or

$$
\Pi=\left[\begin{array}{cc}
\alpha_{11} \beta_{11}^{\prime} & \alpha_{11} \beta^{\prime}{ }_{21} \\
0 & 0
\end{array}\right]+\left[\begin{array}{cc}
0 & \alpha_{12} \beta^{\prime} \\
0 & 0
\end{array}\right]+\left[\begin{array}{cc}
0 & \alpha_{13} \beta^{\prime}{ }_{23} \\
0 & \alpha_{23} \beta^{\prime} \\
23
\end{array}\right]
$$

Another example is given in Johansen and Swensen (1994) where some simple rational expectation models are treated. Let the expectation equation be formulated as

$$
d^{\prime} X_{t}+c^{\prime} E_{t} \Delta X_{t+1}=0
$$

for some fixed and known matrices $d$ and $c$, and let the process be governed by the equations

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\Gamma_{1} \Delta X_{t-1}+\varepsilon_{t}
$$

For the expectation equation to be consistent with the model for the data the parameters have to be restricted as

$$
d^{\prime}+c^{\prime} \alpha \beta^{\prime}=0, c^{\prime} \Gamma_{1}=0
$$

This submodel allows an explicit solution, see exercise 6.3.

### 5.7 Models for Deterministic Terms

In this section we consider various choices of the deterministic terms $D$, and discuss the interpretation of restrictions on the coefficients.

It follows from Granger's theorem (Theorem 4.2) that the solution $X$, to (5.1) under condition (4.5), has the representation

$$
\begin{equation*}
X_{t}=C \sum_{i=1}^{t}\left(\varepsilon_{i}+\Phi D_{i}\right)+C(L)\left(\varepsilon_{t}+\Phi D_{t}\right)+P_{\beta_{\perp}} X_{0} \tag{5.12}
\end{equation*}
$$

where $C=\beta_{\perp}\left(\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}$. This shows that the process $X_{t}$ in general has a deterministic trend of the form $C \Phi \sum_{i=1}^{t} D_{i}+C(L) \Phi D_{t}$. We use

Table 5.1 The Relation Between the I(1) Models Defined by Restrictions on the Constant and the Linear Drift Terms

| $H(0)$ | $\subset \cdots \subset$ | $H(r)$ | $\subset \cdots \subset$ | $H(p)$ |
| :---: | :---: | :---: | :---: | :---: |
| U |  | U |  | U |
| $H^{*}(0)$ | $\subset \cdots \subset$ | $H^{*}(r)$ | $\subset \cdots \subset$ | $H^{*}(p)$ |
| \|| |  | U |  | U |
| $H_{1}(0)$ | $\subset \cdots \subset$ | $H_{1}(r)$ | $\subset \cdots \subset$ | $H_{1}(p)$ |
| U |  | U |  | U |
| $H_{1}^{*}(0)$ | $\subset \cdots \subset$ | $H_{1}^{*}(r)$ | $\subset \cdots \subset$ | $H_{1}^{*}(p)$ |
| \|| |  | U |  | U |
| $\mathrm{H}_{2}(0)$ | $\subset \cdots \subset$ | $\mathrm{H}_{2}(r)$ | $\subset \cdots \subset$ | $\mathrm{H}_{2}(p)$ |

the following notation: the deterministic term $D_{t}$ is called a drift term whereas the deterministic term in the expression for $X$ is called a trend. Thus a constant drift term in the equation will generate a linear trend term in the process, and a linear drift term in the equation will generate a quadratic trend term in the process via Granger's representation theorem, see Johansen (1994).
We consider for illustrative purpose in detail the situation where $\Phi D_{t}=\mu_{0}+\mu_{1}$. It follows from the representation (5.12) that the quadratic trend has a coefficient $\frac{1}{2} C \mu_{1}$, that is, $\mu_{1}$ enters into $X$, only through $C \mu_{1}$, that is, through the combination $\alpha_{1}^{\prime} \mu_{1}$. If $\mu_{1}=0$ then $\mu_{0}$ enters the linear trend only through $C \mu_{0}$. Thus the behaviour of the deterministic trend of the process $X_{\text {, }}$ depends on the relation between $C$ and $\mu_{0}$, or whether $\alpha_{1}^{\prime} \mu_{i}$ is zero or not. In order to discuss this we decompose the parameters $\mu_{i}$ in the directions of $\alpha$ and $\alpha_{\perp}$ as follows:

$$
\mu_{i}=\alpha \rho_{i}+\alpha_{\perp} \gamma_{i, i}=0,1,
$$

and let $\mu_{t}=\mu_{0}+\mu_{1} t$ denote the deterministic part of the model. Thus $\varrho_{i}=\left(\alpha^{\prime} \alpha\right)^{-1} \alpha^{\prime} \mu_{i}$ and $\gamma_{i}=\left(\alpha_{1}^{\prime} \alpha_{1}\right)^{-1} \alpha_{1}^{\prime} \mu_{r}$. We then define a number of nested sub-models of the general model derived from (5.1) under the assumption of cointegration, and with successive restrictions on the deterministic part of the process:

$$
\begin{gather*}
H(r): \mu_{t}=\alpha \rho_{0}+\alpha_{\perp} \gamma_{0}+\left(\alpha \rho_{1}+\alpha_{\perp} \gamma_{1}\right) t, \\
H^{*}(r): \mu_{t}=\alpha \rho_{0}+\alpha_{\perp} \gamma_{0}+\alpha \rho_{1} t,  \tag{5.13}\\
H_{1}(r): \mu_{t}=\alpha \rho_{0}+\alpha_{\perp} \gamma_{0},  \tag{5.14}\\
H_{1}^{*}(r): \mu_{t}=\alpha \rho_{0}  \tag{5.15}\\
H_{2}(r): \mu_{t}=0 . \tag{5.16}
\end{gather*}
$$

Model $H(r)$ : the model is given by $\mu_{t}=\mu_{0}+\mu_{t} t$, and $X$, has the representation

$$
\begin{equation*}
X_{t}=C \sum_{i=1}^{t} \varepsilon_{i}+\frac{1}{2} \tau_{2} t^{2}+I_{1} t+I_{0}+Y_{t}+P_{\beta_{\perp}} X_{0} \tag{5.18}
\end{equation*}
$$

where $Y_{t}=C(L) \varepsilon_{\varepsilon}$, and $C=\beta_{\perp}\left(\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}$. Thus the process allows for a quadratic trend determined by

$$
\begin{equation*}
\tau_{2}=C \mu_{1}=\beta_{\perp}\left(\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime} \mu_{1}=\beta_{\perp}\left(\alpha_{\perp} \Gamma \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime} \alpha_{\perp} \gamma_{1} . \tag{5.19}
\end{equation*}
$$

Note, however, that the linear combinations $\beta^{\prime} X_{\text {, have no }}$ quadratic trend, since $\beta^{\prime} C=0$. Thus the quadratic trend can be eliminated by the linear combinations $\beta$, but $\beta^{\prime} X$, still has a linear trend.

Model $H^{*}(r)$ : this model is given by $\mu_{t}=\mu_{0}+\alpha \varrho_{1}$, , and is characterized by the absence of the quadratic trend since $\alpha_{+}^{\prime}$ $\mu_{1}=0$ or $\gamma_{1}=0$ and hence $\tau_{2}=0$. It still allows the possibility of a linear trend in all components of the process, a trend which cannot be eliminated by the cointegrating relations $\beta$. Thus a linear trend is allowed even in the cointegrating relations, each of which therefore represents a stationary process plus a linear trend or a trend stationary process. In particular if a unit vector is cointegrating then the corresponding component of $X$, is trend stationary. The expression for the linear trend $\tau_{1}$ when $\mu_{1}=\alpha \varrho_{1}$ can be found to be

$$
\begin{equation*}
\tau_{1}=\bar{\beta}_{\perp} \Gamma_{\alpha_{\perp} \beta_{\perp}}^{-1} \gamma_{0}+\bar{\beta}_{\perp} \Gamma_{\alpha_{\perp} \beta_{\perp}}^{-1} \Gamma_{\alpha_{\perp} \beta} \rho_{1}-\bar{\beta} \rho_{1} \tag{5.20}
\end{equation*}
$$

see exercise 6.1.
Here $\bar{\beta}=\beta\left(\beta^{\prime} \beta\right)^{-1}$, and $\Gamma_{\alpha_{\perp} \beta_{\perp}}=\bar{\alpha}_{\perp}{ }_{\perp} \bar{\beta}_{\perp}$, and $X$, has in this case the representation

$$
\begin{equation*}
X_{t}=C \sum_{i=1}^{t} \varepsilon_{i}+I_{1} t+I_{0}+Y_{t}+P_{\beta_{\perp}} X_{0} \tag{5.21}
\end{equation*}
$$

For the present purpose we define a trend stationary process as a process that can be decomposed into a stationary process plus a linear deterministic trend. A problem that often faces the econometrician is to make a choice between describing a given time series as a trend stationary process or an $I(1)$ process plus a linear trend. Since the sample paths of two such processes observed over a short interval can easily be mistaken, one will expect that the real decision to choose between the two descriptions should be based on economic insight. In some cases, however, it is of interest to conduct a statistical test to see if one can make the distinction on the basis of the data.
Model $H^{*}(r)$ allows for $r$ trend stationary variables, and $p-r$ variables that are composed of $I(1)$ variables and a linear trend. Thus if one wants to test that $X_{1,}$ is trend stationary, one has to check that the unit vector
$(1,0, \ldots, 0)$ is contained in the $\beta$ space, see (5.4). If the hypothesis is rejected, a better description of the variable is as an $I(1)$ variable plus a trend. For a different formulation of $H^{*}(r)$, see exercise 5.2.

Model $H_{1}(r)$ : in this model $\mu_{t}=\mu_{o}$, such that the process $X_{t}$ has the form (5.21), that is, it still has a linear trend given by the coefficients $\tau_{1}=C \mu_{0}$, but this can be eliminated by the cointegrating relations $\beta$, and the process contains no trend stationary components. Thus the model allows for a linear trend in each variable but not in the cointegrating relations.
$\operatorname{Moder}_{H_{1}^{*}}^{*}(r)$ : in model $H_{1}^{*}(r)$ there are no trends whatsoever, since $\alpha_{1}^{\prime} \mu_{0}=0$, such that $\mu_{t}=\alpha \varrho_{0}$, but a constant term is allowed in the cointegrating relations, and

$$
X_{t}=C \sum_{i=1}^{t} \varepsilon_{i}+I_{0}+Y_{t}+P_{\beta_{\perp}} X_{0}
$$

Another way of formulating model $H_{1}^{*}(r)$ is as

$$
\begin{align*}
X_{t} & =\kappa+Y_{t} \\
\Delta Y_{t} & =\alpha \beta^{\prime} Y_{t-1}+\sum_{i=1}^{k-1} \Gamma_{i} \Delta Y_{t-i}+\varepsilon_{t} \tag{5.22}
\end{align*}
$$

It follows that the equation for $X$, is given by

$$
\Delta X_{t}=\alpha \beta^{\prime}\left(X_{t-1}-\kappa\right)+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\varepsilon_{t},
$$

that is, (5.1) with $\mu_{1}=0$ and $\mu_{0}=-\alpha \beta^{\prime} x$ which satisfies the condition $\alpha^{\prime} \mu_{0}=0$. Such a formulation gives an easy interpretation of $x$ as the level of $X$, but note that the parameter $x$ is not identified, since only $\beta^{\prime} x$ enters the model. This is reasonable since for the non-stationary component, $\beta_{1}{ }_{1} X_{n}$, say, the role of the level of the process is taken over by the initial value $\beta_{1} X_{0}$.

Model $H_{2}(r)$ : this model does not allow for a constant term which means that all stationary linear combinations will have mean zero.

In summary we have seen that the role of the deterministic part depends on the relation between $\alpha$ and the coefficients $\mu_{0}$ and $\mu_{1}$. By restricting the deterministic terms suitably we can use equation (5.1) to generate processes with different trending behaviour. Not only can we get variables that are integrated of order 0 and 1, but we can also get deterministic trends of order 0,1 , and 2 . The formulation of the different hypotheses as restrictions will allow us to derive likelihood ratio tests in the next section.

### 5.8 Intervention and Seasonal Dummies

Often the deterministic component $D_{t}$ in (5.1) contains dummies, either seasonal dummies or intervention dummies. By applying Granger's representation theorem we can see that the drift term $D_{t}$ will imply a trend term of the form

$$
\begin{equation*}
C \Phi \sum_{i=1}^{t} D_{i}+\sum_{i=0}^{\infty} C_{i} \Phi D_{t-i} . \tag{5.23}
\end{equation*}
$$

Consider as an example an intervention dummy of the form

$$
D_{t}= \begin{cases}0 & t \leq t_{0} \\ 1 & t>t_{0}\end{cases}
$$

In this case $\sum_{i=1}^{t} D_{i}$ is a broken trend

$$
\sum_{i=1}^{t} D_{i}= \begin{cases}0 & t \leq t_{0} \\ t-t_{0} & t>t_{0}\end{cases}
$$

and

$$
\sum_{i=0}^{\infty} C_{i} \Phi D_{t-i}= \begin{cases}0 & t \leq t_{0} \\ \sum_{i=0}^{t-t_{0}} C_{i} \Phi & t>t_{0}\end{cases}
$$

That is, the trend in the process has a broken linear component, as well as a smoothed version of the intervention dummy. If $D_{t}$ is a seasonal dummy, then the cumulated seasonal dummy will grow linearly with a slope $\frac{1}{4}$, whereas the term $C(L) \Phi D$, will give rise to a seasonally varying mean.

Thus the inclusion of seasonal dummies is a simple way of allowing for a seasonally varying mean, but one should note the implications for the linear trend in the process. In practice it is more convenient to orthogonalize the seasonal dummies on the constant term such that the seasonal dummies sum to zero over a year. In this way the linear term from the dummies disappears and is taken over completely by the constant term, and only the seasonally varying means remain.

The expression (5.23) for the deterministic trend can be subtracted from the process $X_{,}$and would correspond, in the present framework, to seasonal correction if $D_{t}$ are seasonal dummies and detrending if $D_{t}$ contain a constant.

A systematic theory of dummies is attempted in Johansen and Nielsen (1994), since the presence of dummies influences the asymptotic theory as explained in more detail in the following chapters. Mosconi (1993) has investigated hypotheses about the trend coefficients in $С \Phi$ in order to check the presence of a deterministic trend in the individual series.

### 5.9 Exercises

## 5.1

A statistical model for a $p$-dimensional autoregressive process with an intercept can be formulated as the solution of the equations:

$$
\Delta\left(X_{t}-m\right)=\alpha \beta^{\prime}\left(X_{t-1}-m\right)+\varepsilon_{t},
$$

where $\alpha$ and $\beta$ are $(p \times r)$ and $m$ is $(p \times 1)$.

1. Show that this model is a submodel of

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\mu+\varepsilon_{t}
$$

where $\alpha$ and $\beta$ are $(p \times r)$ and $\mu$ is ( $p \times 1$ ), with the constraint $\alpha^{\prime} \mu=0$, and find $\mu$ as a function of $m$.
2. Show that $m$ is not identified unless $\alpha$ and $\beta$ are of rank $p$.

## 5.2

A model for a $p$-dimensional autoregressive process with an intercept and trend can be formulated as the solution of the equations

$$
\Delta\left(X_{t}-m_{0}-m_{1} t\right)=\alpha \beta^{\prime}\left(X_{t-1}-m_{0}-m_{1}(t-1)\right)+\varepsilon_{t},
$$

where $\alpha$ and $\beta$ are $(p \times r)$ and $m_{0}$ and $m_{1}$ are $(\beta \times 1)$.

1. Show that this model is a submodel of

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\mu_{0}+\mu_{1} t+\varepsilon_{t},
$$

where $\alpha$ and $\beta$ are $(\beta \times r)$ and $\mu_{0}$ and $\mu_{1}$ are $(p \times 1)$ with the constraint $\alpha_{1}^{\prime} \mu_{1}=0$, and express $\mu_{0}$ and $\mu_{1}$ as functions of $m_{0}$ and $m_{1}$.
2. Show that $m_{0}$ is not identified unless $\alpha$ and $\beta$ are of $\operatorname{rank} p$, but that $m_{1}$ is always identified.

## 5.3

Consider the four variables $m_{0} y_{0} i_{1}$, and $i_{2}$, that is, money, income, and two interests rates. We think of the money equation

$$
m_{t}=y_{t}+c\left(i_{1 t}-i_{2 t}\right)+\mu_{1}
$$

and the interest equation

$$
i_{1 t}=i_{2 t}+\mu_{2}
$$

as describing stable economic relations.

This hypothesis is formulated in a vector autoregressive model as the statement that the vectors

$$
\begin{aligned}
& \beta_{1}=(1,-1,-c, c)^{\prime} \\
& \beta_{2}=(0,0,1,-1)^{\prime},
\end{aligned}
$$

are cointegrating vectors.
Let us assume that the cointegrating rank is $r=2$, and that we, in order to check the restrictions implicit in the above relations, first formulate the hypothesis

$$
\begin{aligned}
& \beta_{1}=\left(a_{1}, a_{2}, a_{3}, a_{4}\right)^{\prime} \\
& \beta_{2}=\left(0,0, a_{5}, a_{6}\right)^{\prime}
\end{aligned}
$$

1. Formulate this hypothesis in the form

$$
\beta=\left(H_{1} \varphi_{1}, H_{2} \varphi_{2}\right),
$$

and check whether this hypothesis is a restriction on the cointegrating space. Are the equations identified?
2. Consider the same questions for

$$
\begin{aligned}
& \beta_{1}=\left(a_{1},-a_{1}, a_{3}, a_{4}\right)^{\prime} \\
& \beta_{2}=\left(0,0, a_{5}, a_{6}\right)^{\prime}
\end{aligned}
$$

3. Consider the same questions for

$$
\begin{aligned}
& \beta_{1}=\left(a_{1},-a_{1}, a_{3},-a_{3}\right)^{\prime} \\
& \beta_{2}=\left(0,0, a_{5}, a_{6}\right)^{\prime}
\end{aligned}
$$

4. Consider the same questions for

$$
\begin{aligned}
& \beta_{1}=\left(a_{1},-a_{1}, a_{3},-a_{3}\right)^{\prime} \\
& \beta_{2}=\left(0,0, a_{5},-a_{5}\right)^{\prime}
\end{aligned}
$$

## 5.4

Consider the model

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\Gamma_{1} \Delta X_{t-1}+\varepsilon_{t},
$$

and assume that all parameters vary freely except for $\alpha=A \psi$. Show that $A_{\perp}^{\prime} X$, is weakly exogenous for $(\psi, \beta)$.
The combinations $\alpha^{\prime}{ }_{\perp} \sum_{i=1}^{t} \varepsilon_{i}$ are the common trends. The hypothesis that the shocks from a given equation, a price equation say, cumulate to a common trend can be formulated as $\alpha_{\perp}=\left(a_{0}, \psi\right)$, for a suitable unit vector $a_{0}$. Show that in this case $a_{0} X$, is weakly exogenous for $(\psi, \beta)$, see Chapter 8.

## 5.5

In the cointegration model

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\varepsilon_{t},
$$

where $\varepsilon_{1}, \ldots, \varepsilon_{T}$ are independent Gaussian $N_{p}(0, \Omega)$, we split $X_{i}$ in $X_{1 r}$ and $X_{2 t}$ of dimensions $p_{1}$ and $p_{2}$ respectively corresponding to two sub-systems. We want to test if the cointegration in the full system can be expressed by requiring that the subsystems cointegrate. This is called separate cointegration. The precise definition is that there exist matrices $\beta_{1}\left(p_{1} \times r_{1}\right)$ and $\beta_{2}\left(p_{2} \times r_{2}\right)$ with $r_{1}+r_{2}=r$, such that the cointegrating relations $\beta^{\prime} X_{\text {a }}$ are linear combinations of $\beta_{1}^{\prime} X_{1 / 2}$ and $\beta_{2}^{\prime} X_{2}$, that is, that there exist matrices $A_{1}\left(r \times r_{1}\right)$ and $A_{2}\left(r \times r_{2}\right)$, such that $\beta^{\prime} X_{t}=A_{1} \beta_{1}^{\prime} X_{1 t}+A_{2} \beta_{2}^{\prime} X_{2 r}$.

1. Show that this hypotheses can be formulated as one of the hypotheses which is treated in Chapter 5 and discuss an algorithm for calculating the maximum likelihood estimator.
We call the system strongly separated if it is separated and it holds that the equations for $\Delta X_{1 /}$ contain only $\beta_{1}^{\prime} X_{1 /-1}$ and the equations for $\Delta X_{2 t}$ contain only $\beta_{2}^{\prime} X_{2 \_-1}$.
2. Formulate this hypothesis as a hypothesis about $\alpha$ and show that even if the system is strongly separated it does not hold that $X_{2 t}$ is weakly exogenous for $\beta_{1}$ (Granger and Konishi 1993).

## 5.6

Consider the cointegration model

$$
\begin{aligned}
& \Delta X_{1 t}=\alpha_{1} \beta^{\prime} X_{t-1}+\varepsilon_{1 t,} \\
& \Delta X_{2 t}=\alpha_{2} \beta^{\prime} X_{t-1}+\varepsilon_{2 t,}
\end{aligned}
$$

where $\varepsilon_{1}, \ldots, \varepsilon_{T}$ are independent Gaussian $N_{p}(0, \Omega)$.

1. Show how the hypothesis that $X_{2}$ is weakly exogenous for $\beta$ can be formulated as a hypothesis on $\alpha$. We define the stochastic trends

$$
\alpha^{\prime} \perp \sum_{i=1}^{t} \varepsilon_{i} .
$$

2. Show that the hypothesis that the first component of $\sum_{i=1}^{t} \varepsilon_{1 i}$ is a common stochastic trend can be formulated in the form

$$
\alpha_{\perp}=\left(a_{0}, \psi\right)
$$

and find $a_{0}$.
Assume that $X_{t}=\left(p^{\mathrm{am}}, p^{\mathrm{us}}\right.$, exch $\left., i^{\mathrm{u}}, i^{\mathrm{is}}\right)$, that is, prices and interest rates in Australia and United States together with the exchange rate. We
assume that the cointegrating rank is three, that is, that there are two common trends. We want to investigate if there is a stochastic trend that comes from the price variables and the exchange rate (the goods sector) and another from the interest variables (the financial sector).
3. Formulate this hypothesis as a hypothesis on $\alpha_{1}$.

## 6 The Statistical Analysis of $/$ (1) Models

THIS chapter contains an analysis of the likelihood function of the $I(1)$ models discussed in Chapter 5. The main result in section 6.1 is the derivation of the method of reduced rank regression which solves the estimation problem for the unrestricted cointegration vectors, and which solves the problem of deriving a test statistic for the hypothesis of cointegrating rank. The asymptotic distribution of this test statistic is discussed in Chapter 12, and the way it should be applied is discussed in Chapter 13.

It turns out that the method of reduced rank regression solves a number of different models defined by various restrictions on the parameters. We give here the estimator of the unrestricted cointegrating vectors, and show in section 6.2 how it should be modified if restrictions are imposed on the deterministic terms. In Chapter 7 we discuss the modification needed for the estimation of cointegrating relations, when they are restricted by linear restrictions, and in Chapter 8 how it should be modified when $\alpha$ is restricted.

### 6.1 Likelihood Analysis of $H(r)$

We define the reduced from error correction model as given by

$$
\begin{equation*}
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\Phi D_{t}+\varepsilon_{t,} t=1, \ldots, T \tag{6.1}
\end{equation*}
$$

where $\varepsilon_{t}$ are independent $N_{p}(0, \Omega)$ and $\left(\alpha, \beta, \Gamma_{1}, \ldots, \Gamma_{k-1}, \Phi, \Omega\right)$ are freely varying parameters.
The advantage of this parametrization is in the interpretation of the coefficients, where the effect of the levels is isolated in the matrix $\alpha \beta^{\prime}$ and where $\Gamma_{1}, \ldots, \Gamma_{k-1}$ describe the short-term dynamics of the process. Sometimes the form

$$
\Delta X_{t}=\sum_{i=1}^{k-1} \tilde{\Gamma}_{i} \Delta X_{t-i}+\alpha \beta^{\prime} X_{t-k}+\Phi D_{t}+\varepsilon_{t}
$$

is given, where $\tilde{\Gamma}_{i}=\Pi_{t}+\ldots+\Pi_{t-I}$. This reparametrization leads to the same statistical analysis.
In (6.1) we introduce the notation $Z_{0 t}=\Delta X_{v}, Z_{1 t}=X_{t-1}$ and let $Z_{2 t}$ be the stacked variables $\Delta X_{t-1}, \ldots, \Delta X_{t-k+1}$, and $D_{r}$. We let $\Psi$ be the matrix of parameters corresponding to $Z_{22}$, that is, the matrix consisting of $\Gamma_{1}, \ldots, \Gamma_{k-1}$, and $\Phi$. Thus $Z_{2 t}$ is a vector of dimension $p(k-1)+m$ and $\Psi$ is a matrix of dimension $p \times(p(k-1)+m)$.

The model expressed in these variables becomes

$$
\begin{equation*}
Z_{0 t}=\alpha \beta^{\prime} Z_{1 t}+\Psi_{2 t}+\varepsilon_{t, t} t=1, \ldots, T \tag{6.2}
\end{equation*}
$$

This is clearly a non-linear regression model where the parameters $\Psi$ are unrestricted and the coefficient matrix to the levels $Z_{11}$ is of reduced rank. The analysis of the likelihood function leads to the technique developed by Anderson (1951) of reduced rank regression. We give the details here since the notation is needed for the asymptotic analysis. The log likelihood function is given apart from a constant by

$$
\begin{aligned}
& \log L(\Psi, \alpha, \beta, \Omega) \\
& =-\frac{1}{2} T \log |\Omega|-\frac{1}{2} \sum_{t=1}^{T}\left(Z_{0 t}-\alpha \beta^{\prime} Z_{1 t}-\Psi Z_{2 t}\right)^{\prime} \Omega^{-1}\left(Z_{0 t}-\alpha \beta^{\prime} Z_{1 t}-\Psi Z_{2 t}\right)
\end{aligned}
$$

The first order conditions for estimating $\Psi$ are given by

$$
\begin{equation*}
\sum_{t=1}^{T}\left(Z_{0 t}-\alpha \beta^{\prime} Z_{1 t}-\hat{\Psi}_{2 t}\right) Z_{2 t} t^{\prime}=0 \tag{6.3}
\end{equation*}
$$

We introduce the notation for the product moment matrices

$$
\begin{equation*}
M_{i j}=T^{-1} \sum_{t=1}^{T} Z_{i t} Z_{j^{\prime}}, i, j=0,1,2 \tag{6.4}
\end{equation*}
$$

and note that

$$
M_{i j}=M_{j i^{\prime}, i, j}=0,1,2
$$

We write (6.3) as

$$
M_{02}=\alpha \beta^{\prime} M_{12}+\hat{\Psi}_{M_{22}}
$$

such that

$$
\begin{equation*}
\hat{\Psi}(\alpha, \beta)=M_{02} M_{22}^{-1}-\alpha \beta^{\prime} M_{12} M_{22}^{-1} \tag{6.5}
\end{equation*}
$$

This leads to the definition of the residuals

$$
\begin{align*}
& R_{0 t}=Z_{0 t}-M_{02} M_{22}^{-1} Z_{2 t}, \\
& R_{1 t}=Z_{1 t}-M_{12} M_{22}^{-1} Z_{2 t} \tag{6.6}
\end{align*}
$$

i.e. the residuals we would obtain by regressing $\Delta X_{t}$ and $X_{t-1}$ on the lagged differences $\Delta X_{t-1}, \ldots, \Delta X_{t-k+1}$, and $D_{t}$ or $Z_{0 \prime}$ and $Z_{10}$ on $Z_{2 r}$. The concentrated likelihood function is

$$
\begin{equation*}
\log L(\alpha, \beta, \Omega)=-\frac{1}{2} T \log |\Omega|-\frac{1}{2} \sum_{t=1}^{T}\left(R_{0 t}-\alpha \beta^{\prime} R_{1 t}\right)^{\prime} \Omega^{-1}\left(R_{0 t}-\alpha \beta^{\prime} R_{1 t}\right) \tag{6.8}
\end{equation*}
$$

see also (A.29). Another way of writing this is as a regression equation in the residuals

$$
\begin{equation*}
R_{0 t}=\alpha \beta^{\prime} R_{1 t}+\hat{\varepsilon}_{t} \tag{6.9}
\end{equation*}
$$

which would give the same likelihood as (6.8). Thus the parameters $\Psi$ can be eliminated by regression and what remains in (6.9) is a reduced rank regression as investigated by Anderson (1951).
As a final piece of notation consider

$$
\begin{equation*}
S_{i j}=T^{-1} \sum_{t=1}^{T} R_{i t} R_{j t^{\prime}}=M_{i j}-M_{i 2} M_{22}^{-1} M_{2 j} ; i, j=0,1 \tag{6.10}
\end{equation*}
$$

For fixed $\beta$ it is easy to estimate $\alpha$ and $\Omega$ by regressing $R_{0,}$ on $\beta^{\prime} R_{1 t}$ and obtain

$$
\begin{gather*}
\hat{\alpha}(\beta)=S_{01} \beta\left(\beta^{\prime} S_{11} \beta\right)^{-1} \\
\hat{\Omega}(\beta)=S_{00}-S_{01} \beta\left(\beta^{\prime} S_{11} \beta\right)^{-1} \beta^{\prime} S_{10}=S_{00}-\hat{\alpha}(\beta)\left(\beta^{\prime} S_{11} \beta\right) \hat{\alpha}(\beta)^{\prime} \tag{6.11}
\end{gather*}
$$

and apart from the constant $(2 \pi e)^{p}$, which disappears when forming ratios, we find

$$
L_{\max }^{-2 / T}(\hat{\alpha}(\beta), \beta, \hat{\Omega}(\beta))=L_{\max }^{-2 / T}(\beta)=|\hat{\Omega}(\beta)|=\left|S_{00}-S_{01} \beta\left(\beta^{\prime} S_{11} \beta\right)^{-1} \beta^{\prime} S_{10}\right|
$$

We next rewrite this expression, using the identity

$$
\left|\begin{array}{ll}
\Sigma_{11} & \Sigma_{12} \\
\Sigma_{21} & \Sigma_{22}
\end{array}\right|=\left|\Sigma_{11}\right|\left|\Sigma_{22}-\Sigma_{21} \Sigma_{11}^{-1} \Sigma_{12}\right|=\left|\Sigma_{22}\right|\left|\Sigma_{11}-\Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21}\right|
$$

which is discussed in (A.26). Applying the identity to the matrix

$$
\begin{aligned}
\left|\begin{array}{cc}
S_{00} & S_{01} \beta \\
\beta^{\prime} S_{10} & \beta^{\prime} S_{11} \beta
\end{array}\right| & =\left|S_{00}\right|\left|\beta^{\prime}\left(S_{11}-S_{10} S_{00}^{-1} S_{01}\right) \beta\right| \\
& =\left|\beta^{\prime} S_{11} \beta\right|\left|S_{00}-S_{01} \beta\left(\beta^{\prime} S_{11} \beta\right)^{-1} \beta^{\prime} S_{10}\right|
\end{aligned}
$$

we find that

$$
\begin{align*}
& \left|S_{00}-S_{01} \beta\left(\beta^{\prime} S_{11} \beta\right)^{-1} \beta^{\prime} S_{10}\right| \\
= & \left|S_{00} \| \beta^{\prime} S_{11} \beta-\beta^{\prime} S_{10} S_{00}^{-1} S_{01} \beta\right| /\left|\beta^{\prime} S_{11} \beta\right| \\
= & \left|S_{00} \| \beta^{\prime}\left(S_{11}-S_{10} S_{00}^{-1} S_{01}\right) \beta\right| /\left|\beta^{\prime} S_{11} \beta\right| . \tag{6.13}
\end{align*}
$$

Thus the maximization of the likelihood function is equivalent to the minimization of the last factor of (6.13). This factor is minimized among all $p \times r$ matrices $\beta$, by applying Lemma A.8, that is, by solving the eigenvalue problem

$$
\left|\rho S_{11}-\left(S_{11}-S_{10} S_{00}^{-1} S_{01}\right)\right|=0
$$

or, for $\lambda=1-\varrho$, the eigenvalue problem

$$
\left|\lambda S_{11}-S_{10} S_{00}^{-1} S_{01}\right|=0
$$

for eigenvalues $\lambda_{i}$ and eigenvectors $v_{0}$, such that

$$
\lambda_{i} S_{11} \mathrm{u}_{i}=S_{10} S_{00}^{-1} S_{01} \mathrm{u}_{i}
$$

and $v_{j}^{\prime} S_{11} v_{i}=1$ if $i=j$ and 0 otherwise, see Lemma A.8. Note that the eigenvectors diagonalize the matrix $S_{10} S_{00}^{-1} S_{01}$ since $U_{j} S_{10} S_{00}^{-1} S_{01} U_{i}=\lambda_{i}$ if $i=j$ and zero otherwise. Thus by simultaneously diagonalizing the matrices $S_{11}$ and $S_{10} S_{00}^{-1} S_{01}$ we can estimate the $r$-dimensional cointegrating space as the space spanned by the eigenvectors corresponding to the $r$ largest eigenvalues. With this choice of $\hat{\beta}$ we find from Lemma A.8, that

$$
\begin{equation*}
L_{\max }^{-2 / T}=\left|S_{00}\right| \frac{\left|\hat{\beta}^{\prime}\left(S_{11}-S_{10} S_{00}^{-1} S_{01}\right) \hat{\beta}\right|}{\left|\hat{\beta}^{\prime} S_{11} \hat{\beta}\right|}=\left|S_{00}\right| \prod_{i=1}^{r}\left(1-\hat{\lambda}_{i}\right), \tag{6.14}
\end{equation*}
$$

since by the choice of $\hat{\beta}$ we have $\hat{\beta}^{\prime} S_{11} \hat{\beta}=I$, as well as $\hat{\beta}^{\prime} S_{10} S_{00}^{-1} S_{01} \hat{\beta}=\operatorname{diag}\left(\hat{\lambda}_{1}, \ldots, \hat{\lambda}_{r}\right)$.
For $r=0$ we choose $s p(\hat{\boldsymbol{\beta}})=\{0\}$, and find $\Pi=\hat{\Pi}=0$, and for $r=p$ we can take $s p(\hat{\beta})=R^{p}$, and the estimate of $\Pi$ is $\hat{\Pi}=S_{01} S_{11}^{-1}$. Note that we have solved all the models $H(r), r=0, \ldots, p$ by the same eigenvalue calculation. The maximized likelihood is given for each $r$ by (6.14) and by dividing the maximized likelihood function for $r$ with the corresponding expression for $r=p$ we get the likelihood ratio test

$$
Q(H(r) \mid H(p))^{-\frac{2}{T}}=\frac{\left|S_{00}\right| \Pi_{i=1}^{r}\left(1-\hat{\lambda}_{i}\right)}{\left|S_{00}\right| \Pi_{i=1}^{p}\left(1-\hat{\lambda}_{i}\right)}
$$

The factor $\left|S_{00}\right|$ cancels and we find the so-called trace statistic

$$
-2 \log Q(H(r) \mid H(p))=-T \sum_{i=r+1}^{p} \log \left(1-\hat{\lambda}_{i}\right)
$$

Under hypothesis $H(r)$ the estimates of $\beta$ and $\alpha$ are related to the canonical variates between $R_{0}$ and $R_{1}$, and the eigenvalues are the squared canonical correlations, see Appendix A or Anderson (1984). The estimate of $\beta$ is given as the eigenvectors of (6.15), see below, corresponding to the $r$ largest eigenvalues, that is, the choice of $\hat{\beta}$ is the choice of the $r$ linear combinations of $X_{r-1}$ which have the largest squared partial correlations with the stationary process $\Delta X$, after correcting for lags and deterministic terms. We call such an analysis a reduced rank regression of $\Delta X_{\text {o }}$ on $X_{t-1}$ corrected for $\left(\Delta X_{t-1}, \ldots, \Delta X_{t-k+1}, D\right)$. The results are formulated in Theorem 6.1, where we also give the asymptotic distributions of the test statistics even though they will be derived in Chapter 12. Note that the estimate of $\beta$ given here is the unrestricted estimator, which is relevant if we do not want to impose any restrictions.
Theorem 6.1 Under hypothesis

$$
H(r): \Pi=\alpha \beta^{\prime},
$$

the maximum likeelibood estimator of $\beta$ is found by the following procedure: first solve the equation

$$
\begin{equation*}
\left|\lambda S_{11}-S_{10} S_{00}^{-1} S_{01}\right|=0 \tag{6.15}
\end{equation*}
$$

for the eigenvalues $1>\hat{\lambda}_{1}>\ldots>\hat{\lambda}_{p}>0$ and eigenvectors $\hat{V}=\left(\hat{u}_{1}, \ldots, \hat{u}_{p}\right)$ which we normalize by $\hat{V}^{\prime} S_{11} \hat{V}=r$. The cointegrating relations are estimated by

$$
\begin{equation*}
\hat{\beta}=\left(\hat{v}_{1}, \ldots, \hat{v}_{r}\right), \tag{6.16}
\end{equation*}
$$

and the maximized likeelibood function is found from

$$
\begin{equation*}
L_{\max }^{-2 / T}(H(r))=\left|S_{00}\right| \prod_{i=1}^{r}\left(1-\hat{\lambda}_{i}\right) . \tag{6.17}
\end{equation*}
$$

The estimates of the other parameters are found by inserting $\hat{\boldsymbol{\beta}}$ into the above equations, i.e. by ordinary least squares for $\boldsymbol{\beta}=\hat{\boldsymbol{\beta}}$.
The likelihood ratio test statistic $Q(H(r) \mid H(p))$ for $H(r)$ in $H(p)$, is found by comparing two expressions like ( 6.17 ). This gives the result

$$
\begin{equation*}
-2 \log Q(H(r) \mid H(p))=-T \sum_{i=r+1}^{p} \log \left(1-\hat{\lambda}_{i}\right) \tag{6.18}
\end{equation*}
$$

The likeelibood ratio test statistic for testing $H(r)$ in $H(r+1)$ is given by

$$
\begin{equation*}
-2 \log Q(H(r) \mid H(r+1))=-T \log \left(1-\hat{\lambda}_{r+1}\right) \tag{6.19}
\end{equation*}
$$

The asymptotic distribution of (6.18) depends on the deterministic terms present in the model, and is derived in Chapter11. We assume here that rank $(\Pi)=r$.

If $\mu=0$ we find

$$
\begin{equation*}
-2 \log Q(H(r) \mid H(p)) \stackrel{w}{\rightarrow} \operatorname{tr}\left\{\int_{0}^{1}(d B) F^{\prime}\left[\int_{0}^{1} F F^{\prime} d u\right]^{-1} \int_{0}^{1} F(d B)^{\prime}\right\} \tag{6.20}
\end{equation*}
$$

where $F=B$ is a $p-r$ dimensional Brownian motion. The distribution is tabulated in Chapter15, Table15.1.
If $\mu_{t}=\mu_{0}$ and $\alpha^{\prime} \perp \mu_{0} \neq 0$, the asymptotic distribution is given by (6.20) with $F$ defined by

$$
\begin{align*}
F_{i}(u) & =B_{i}(u)-\int_{0}^{1} B_{i}(u) d u, i=1, \ldots, p-r-1, \\
F_{p-r}(u) & =u-\frac{1}{2} . \tag{6.21}
\end{align*}
$$

The distribution is tabulated in Chapter15, Table15.3.
If $\mu_{t}=\mu_{0}+\mu_{1} t$, and $\alpha^{\prime} \perp \mu_{1} \neq 0$ then $F$ is given by

$$
\begin{align*}
F_{i}(u) & =B_{i}(u)-a_{i}-b_{i} t, i=1, \ldots, p-r-1, \\
F_{p-r}(u) & =u^{2}-a-b u \tag{6.22}
\end{align*}
$$

where the random coefficients $a, b, a_{\text {, }}$ and bare found by regressing $u$, respectively $B$, on a constant and a linear term. The distribution is tabulated in Chapter15, Table15.5.
Another way of formulating this basic estimation result is that we have performed a singular value decomposition of the unrestricted regression estimator $\hat{\Pi}=S_{01} S_{11}^{-1}$ with respect to its 'covariance matrix' $S_{00.1} \otimes S_{11}^{-1}$, that is, of the matrix $\tilde{\Pi}=S_{00.1}^{-\frac{1}{2}} \hat{\Pi} S_{11}^{\frac{1}{2}}$ since

$$
\left|\rho I-\tilde{\Pi} \tilde{\Pi} \tilde{\Pi}^{\prime}\right|=\left|\rho I-S_{00.1}^{-\frac{1}{2}} S_{01} S_{11}^{-1} S_{10} S_{00.1}^{-\frac{1}{2}}\right|
$$

which is zero if

$$
\left|\rho S_{00.1}-S_{01} S_{11}^{-1} S_{10}\right|=\left|\rho S_{00}-(1+\rho) S_{01} S_{11}^{-1} S_{10}\right|=0
$$

which gives $\lambda=\varrho /(1+\varrho)$, where we have used the notation

$$
S_{00.1}=S_{00}-S_{01} S_{11}^{-1} S_{10}
$$

The normalization $\hat{\beta}^{\prime} S_{11} \hat{\beta}=I$ is convenient from a mathematical point of view but may not be economically meaningful. It has the advantage that such normalizations can be made without assuming anything about which variables cointegrate, that is, without normalizing $\beta$.

Note that since $\hat{\alpha}=S_{01} \hat{\beta}$ we have

$$
\hat{\alpha}^{\prime} S_{00}^{-1} \hat{\beta}=\hat{\beta}^{\prime} S_{10} S_{00}^{-1} S_{01} \hat{\beta}=\operatorname{diag}\left(\hat{\lambda}_{1}, \ldots, \hat{\lambda}_{r}\right)
$$

Thus the eigenvalues measure the size of the coefficients to the cointegrating relations, and the test statistics can be interpreted as measuring the 'length' of the coefficients measured by $S_{00}^{-1}$ of the supposedly nonstationary components of $X$.
The calculation of the eigenvalues of equation (6.15) is performed as follows: first the matrix $S_{11}$ is diagonalized by solving the eigenvalue problem

$$
\left|\rho I-S_{11}\right|=0
$$

for eigenvalues $\varrho_{1}, \ldots, \varrho_{\rho}$ and eigenvectors $W=\left(w_{1}, \ldots, w_{p}\right)$, that is, we have the decomposition

$$
S_{11}=W \operatorname{diag}\left(\rho_{1}, \ldots, \rho_{p}\right) W^{\prime}
$$

Then we define $S_{11}^{-\frac{1}{2}}=W \operatorname{diag}\left(\rho_{1}{ }^{-\frac{1}{2}}, \ldots, \rho_{p}^{-\frac{1}{2}}\right) W^{\prime}$ and solve the eigenvalue problem

$$
\left|\lambda I-S_{11}^{-\frac{1}{2}} S_{10} S_{00}^{-1} S_{01} S_{11}^{-\frac{1}{2}}\right|=0
$$

for eigenvalues $\hat{\lambda}_{1}, \ldots, \hat{\lambda}_{p}$ and eigenvectors $U=\left(u_{1}, \ldots, u_{p}\right)$. Finally we define the eigenvectors $V=s_{11}^{-\frac{1}{2}} U$. Thus we diagonalize the matrices $S_{11}$ and $S_{10} S_{00}^{-1} S_{01}$ simultaneously by the transformation $V$. The matrix $S_{11}$ is reduced to the identity and $S_{10} S_{00}^{-1} S_{01}$ is reduced to $\operatorname{diag}\left(\hat{\lambda}_{1}, \ldots, \hat{\lambda}_{p}\right)$. One could also just say that we find the eigenvalues of $S_{11}^{-1} S_{10} S_{00}^{-1} S_{01}$, but this matrix is not symmetric, hence a different numerical algorithm should be used.

It is sometimes necessary to estimate the orthogonal complements of $\alpha$ and $\beta$. This can easily be done by the above results since

$$
\begin{aligned}
& \hat{\beta}_{\perp}=S_{11}\left(\mathrm{u}_{r+1}, \ldots, \mathrm{u}_{p}\right) \\
& \hat{\mathrm{\alpha}}_{\perp}=S_{00}^{-1} S_{01}\left(\mathrm{u}_{r+1}, \ldots, \mathrm{u}_{p}\right) .
\end{aligned}
$$

satisfy the relation $\hat{\alpha}^{\prime} \hat{\alpha}_{\perp}=\hat{\beta}^{\prime} \hat{\boldsymbol{\beta}}_{\perp}=0$. These relations follow from the fact that the eigenvectors $v_{1}, \ldots, v_{p}$ diagonalize both $S_{11}$ and $S_{10} S_{00}^{-1} S_{01}$.

Note that the asymptotic distribution of the test statistic $\lambda_{\max }$ in (6.19) is not given here but left as an exercise 11.5 in Chapter 11. The properties of the test are posed as a problem in Chapter 12.

### 6.2 Models for the Deterministic Terms

In this section we analyse the hypotheses given by (5.13), . . , (5.17). The analysis of (5.13), (5.15), and (5.17) is given in section 6.1 where the analysis
is for a general form of the deterministic term $D_{r}$. If we take $\Phi D_{t}=\mu_{0}+\mu_{t} t$ we get the analysis of $H(r)$, for $\Phi D_{t}=\mu_{0}$ we get the analysis of $H_{1}(r)$ and finally $H_{2}(r)$ is analysed with $\Phi D_{t}=0$. What remains is to discuss the models with a restriction on the deterministic terms: $H^{*}(r)$ where $\alpha_{1}^{\prime} \mu_{1}=0$ and $H_{1}^{*}(r)$ where $\mu_{1}=0$ and $\alpha_{1}^{\prime} \mu_{0}=0$. The analysis is very similar to the one given in section 6.1 and the new models will not be treated in so much detail.

Consider first $H^{*}(r)$ given by (5.14), that is, $\Pi=\alpha \beta^{\prime}, \Phi D_{t}=\mu_{0}+\mu_{1} t$, and $\alpha_{1}^{\prime} \mu_{1}=0$. We note the following relation

$$
\begin{equation*}
\alpha \beta^{\prime} X_{t-1}+\mu_{1} t=\alpha \beta^{\prime} X_{t-1}+\alpha \rho_{1} t=\alpha\left(\beta^{\prime}, \rho_{1}\right)\left(X_{t-1^{\prime}, t}\right)^{\prime}=\alpha \beta^{*} Z_{1 t}^{*}, \tag{6.23}
\end{equation*}
$$

where we define $\beta^{*}=\left(\beta^{\prime}, \varrho_{1}\right)^{\prime}$ and $z_{0 t}^{*}=z_{0 t}=\Delta X_{t}$ and let $z_{2 t}^{*}$ be the stacked variables $\Delta X_{t-1}, \ldots, \Delta X_{t-k+1}, 1$ whereas $z_{1 t}^{*}=X_{t-1}^{*}=\left(X_{t-1}, t\right)^{\prime}$. Further we define $\Psi^{*}$ as the matrix $\left\{\Gamma_{1}, \ldots, \Gamma_{k-1}, \mu_{0}\right\}$. The regression model then becomes

$$
\begin{equation*}
Z_{0 t}^{*}=\alpha \beta^{* \prime} Z_{1 t}^{*}+\psi^{*} Z_{2 t}^{*}+\varepsilon_{t} . \tag{6.24}
\end{equation*}
$$

It is seen that by this reformulation we can we estimate model $H^{*}(r)$ by reduced rank regression of $z_{0 t}^{*}$ on $z_{1 t}^{*}$ corrected for $z_{2 t}^{*}$. This defines residuals $R_{0 t}^{*}, R_{1 t}^{*}$, and product moment matrices $s_{i j}^{*}$. Note in particular that $s_{11}^{*}$ is $p 1 \times p 1$, whereas $s_{10}^{*}$ is $p 1 \times p$ and $s_{00}^{*}$ is $p \times p$ as before, with $p 1=p+1$.

Thus we solve the eigenvalue problem

$$
\left|\lambda^{*} S_{11}^{*}-S_{10}^{*} S_{00}^{*-1} S_{01}^{*}\right|=0
$$

for eigenvalues $\lambda_{1}^{*}, \ldots, \lambda_{p 1}^{*}$. Note that $\lambda_{p 1}^{*}=0$ since the matrix $S_{10}^{*} s_{00}^{*-1} s_{01}^{*}$ is of dimension $p 1 \times p 1$, but has rank $p$, such that $\left|S_{10}^{*} S_{00}^{*-1} S_{01}^{*}\right|=0$. The likelihood ratio test of $H^{*}(r)$ in $H(r)$ is calculated from

$$
Q\left(H^{*}(r) \mid H(r)\right)^{-\frac{2}{T}}=\frac{\left|S_{00}^{*}\right| \Pi_{i=1}^{r}\left(1-\hat{\lambda}_{i}^{*}\right)}{\left|S_{00}\right| \Pi_{i=1}^{r}\left(1-\hat{\lambda}_{i}\right)}
$$

The hypotheses $H^{*}(p)$ and $H(p)$ are so close that the likelihood function attains the same maximal value, see p.161.
Hence we find for $r=p$ that

$$
\left|S_{00}^{*}\right| \prod_{i=1}^{p}\left(1-\lambda_{i}^{*}\right)=\left|S_{00}\right| \prod_{i=1}^{p}\left(1-\hat{\lambda}_{i}\right),
$$

which shows that

$$
-2 \log Q\left(H^{*}(r) \mid H(r)\right)=T \log \frac{\prod_{i=r+1}^{p}\left(1-\hat{\lambda}_{i}\right)}{\prod_{i=r+1}^{p}\left(1-\lambda_{i}^{*}\right)}
$$

The results are formulated in

THEOREM 6.2 Under the restrictions $\Pi=\alpha \beta^{\prime}$, $\Phi D_{t}=\mu_{0}+\mu_{1} t$, and $\alpha_{1}^{\prime} \mu_{1}=0$ the cointegrating vectors are estimated by reduced rank. regression of $\Delta X_{, o n}\left(X_{t-1}, t\right)$ corrected for lagged differences and the constant. The likelihood ratio test for the rank of $\Pi$, is given by

$$
\begin{equation*}
-2 \log Q\left(H^{*}(r) \mid H^{*}(p)\right)=-T \sum_{i=r+1}^{p} \log \left(1-\lambda_{i}^{*}\right) \tag{6.25}
\end{equation*}
$$

where $\lambda_{i}^{*}$ solves the eigenvalue problem

$$
\begin{equation*}
\left|\lambda^{*} S_{11}^{*}-S_{10}^{*} S_{00}^{*-1} S_{01}^{*}\right|=0 \tag{6.26}
\end{equation*}
$$

for eigenvalues $1>\lambda_{1}^{*}>\ldots>\lambda_{p}^{*}>\lambda_{p 1}^{*}=0$, and eigenvectors $v_{1}^{*}, \ldots, v_{p 1}^{*}$. The estimator for $\beta^{*}$ is given by ${ }_{\beta}{ }^{*}=\left(v_{1}^{*}, \ldots, v_{r}^{*}\right)$. The likelihood ratio test of the restriction $\alpha_{1}{ }^{\prime} \mu_{1}=0$ when there are $r$ cointegrating vectors, that is, of $H^{*}(r)$ in $H(r)$, is given by

$$
\begin{equation*}
-2 \log Q\left(H^{*}(r) \mid H(r)\right)=T \sum_{i=r+1}^{p} \log \left\{\left(1-\hat{\lambda}_{i}\right) /\left(1-\lambda_{i}^{*}\right)\right\} \tag{6.27}
\end{equation*}
$$

where $\hat{\lambda}_{i}$ solves (6.15).
The asymptotic distribution of the likeelihood ratio test statistic (6.25) is derived in Theorem 11.1, and is given by (6.20) with F defined by

$$
\begin{align*}
F_{i}(u) & =B_{i}(u)-\int_{0}^{1} B_{i}(u) d u, \quad i=1, \ldots, p-r, \\
F_{p-r+1}(u) & =u-\frac{1}{2} . \tag{6.28}
\end{align*}
$$

The distribution is tabulated by simulation in Chapter15, Table15.4. The asymptotic distribution of the likelihood ratio test statistic (6.27) is shown in Corollary 11.2 to be $\chi^{2}(p-r)$.

In a completely analogous way we can estimate in the model $H_{1}^{*}(r)$ where $\Phi D_{t}=\mu_{0}$ and $\alpha_{1}^{\prime} \mu_{0}=0$. In this case we note that

$$
\begin{equation*}
\alpha \beta^{\prime} X_{t-1}+\alpha \rho_{0}=\alpha\left(\beta^{\prime}, \rho_{0}\right)^{\prime}\left(X_{t-1}^{\prime}, 1\right)^{\prime}=\alpha \beta^{\prime} Z_{1 t}^{*} \tag{6.29}
\end{equation*}
$$

For $z_{2 t}^{*}=\left(\Delta X_{t-1} 1^{\prime}, \ldots, \Delta X_{t-k+1^{\prime}}\right)^{\prime}$ we find the reduced rank regression (6.24) again giving rise to new residuals and product moment matrices $S_{i j}^{*}$. We formulate the results in
THEOREM 6.3 Under the restrictions $\Pi=\alpha \beta^{\prime}$ and $\Phi D_{t}=\mu_{0}$ and $\alpha_{1}{ }^{\prime} \mu_{0}=0$ the cointegration vectors are estimated by reduced rank. regression of $\Delta X_{\text {on }}\left(X_{t-1}, 1\right)$ corrected for lagged differences. The likelihood ratio test for the rank of $\Pi$, when $\alpha_{1}{ }^{\prime} \mu_{0}=0$ is given by

$$
\begin{equation*}
-2 \log Q\left(H_{1}^{*}(r) \mid H_{1}^{*}(p)\right)=-T \sum_{i=r+1}^{p} \log \left(1-\lambda_{i}^{*}\right) \tag{6.30}
\end{equation*}
$$

where $\lambda_{1}^{*}$ solves the eigenvalue problem (6.26). The likelihood ratio test of the restriction $\alpha_{1}^{\prime} \mu_{0}=0$ when there are $r$ cointegration vectors, that is, of $H_{1}(r)^{*}$ in $H_{1}(r)$ is given by

$$
\begin{equation*}
\left.-2 \log Q\left(H_{1}^{*}(r) \mid H_{1}(r)\right)=-T \sum_{i=r+1}^{p} \log \left\{1-\lambda_{i}^{*}\right) /\left(1-\hat{\lambda}_{i}\right)\right\} \tag{6.31}
\end{equation*}
$$

where $\hat{\lambda}_{i}$ solves (6.15).
The asymptotic distribution of the likelihood ratio test (6.30) is derived from Theorem 11.1 and is given by (6.20) with F defined by

$$
\begin{align*}
F_{i}(u) & =B_{i}(u), i=1, \ldots, p-r, \\
F_{p-r+1}(u) & =1 . \tag{6.32}
\end{align*}
$$

The distribution is tabulated by simulation in Chapter15, Table15.2.
The asymptotic distribution of the likelihood ratio test statistic (6.31) is shown in Corollary 11.2 to be $\chi^{2}(\phi-r)$.

### 6.3 Determination of Cointegrating Rank

The problem of determining the cointegrating rank will be discussed in detail in Chapter 12, but we give here some rules for the application of the results in Theorem 6.1, 6.2, and 6.3.

Consider for simplicity first the situation where $\Phi D_{t}=0$, that is, there are no deterministic terms in the model. In this case the test statistic is given by (6.18) where the preliminary regression does not involve correction for any deterministic terms, since they are not present in the model. The limit distribution of the likelihood ratio test statistic is given by (6.20) with $F=B$, and is tabulated in Chapter 15, Table 15.1. The tables are then used as follows.
If $r$ represents a priori knowledge we simply calculate the test statistic $Q_{r}=-2 \log Q(H(r) \mid H(p))$ and compare it with the relevant quantile in Table 15.1. Note that the tables give the asymptotic distribution only, and that the actual distribution depends not only on the finite value of $T$ but also on all the short-term parameters as well as on $\alpha$ and $\beta$. If one wants to be absolutely sure that the quantiles reported are at all reasonable, one would have to supplement the comparison with the asymptotic tables with a simulation investigation. This will not be attempted here.
A small sample correction has been suggested by Reinsel and Ahn (1992). It consists of using the factor ( $T-k p$ ) instead of the sample size $T$
in the calculation of the test statistic for cointegrating rank. This idea has been investigated by Reimers (1992) and it seems that the approximation to the limit distribution is better with the corrected sample size. The theoretical justification for this result presents a very difficult mathematical problem, which it would be extremely useful to solve.

A common situation is that one has no or very little prior information about $r$, and in this case it seems more reasonable to estimate $r$ from the data. This is done as follows. First compare $Q_{0}$ with its quantile $c_{0}$, say, from Table 15.1. If $Q_{0}<c_{0}$, then we let $\hat{r}=0$, if $Q_{0} \geq c_{0}$ we calculate $Q_{1}$ and compare it with $c_{1}$. If now $Q_{1}<c_{1}$ we define $\hat{r}=1$, and if not we compare $Q_{2}$ with its quantile $c_{2}$, etc. This defines an estimator $\hat{r}$ which takes on the values $0,1, \ldots, p$ and which converges in probability to the true value in a sense discussed in Chapter 12.

Next consider the case $\Phi D_{t}=\mu_{0}$, where $\mu_{0}$ is allowed to vary freely. We see from Theorem 6.1 that the limit distribution depends on the assumption that $\alpha_{1}^{\prime} \mu_{0} \neq 0$.

Sometimes inspection of the graphs shows that the trend is present and we proceed as above and calculate $Q_{0}, \ldots$, $Q_{p-1}$, and compare them with the relevant quantiles from Table 15.3, since now the limit distribution is given by (6.21). We start comparing $Q_{0}$ with its quantile and proceed to $Q_{1}$, etc. This gives the possibility of estimating the value of $r$.

If it is clear that there is no deterministic trend it seems more reasonable to analyse the model $H_{1}^{*}(r)$, and calculate the relevant test statistic $-2 \log Q\left(H_{1}^{*}(r) \mid H_{1}^{*}(p)\right)$. That is, we take the consequence of the assumption that $\alpha_{1} \mu_{0}=0$ and analyse the model thus specified instead of applying another limit distribution to the previous statistic. That is, we change the test statistic to reflect the hypothesis we are interested in, rather than changing the limit distribution of the previous statistic.

If we are in the situation that we do not know whether there is a trend or not, we have to determine the presence of the trend as well as the cointegrating rank at the same time, since the tests are not similar, not even asymptotically, that is, the distribution and the limit distribution depends on which parameter point is considered under the null hypothesis. We then have a non-nested set of hypotheses, see Table 5.1


It holds that $H_{1}(力)$ is almost the same hypothesis as $H_{1}^{*}(p)$, in the sense that $-2 \log Q\left(H_{1}^{*}(r) \mid H_{1}(p)\right)=-2 \log Q\left(H_{1}^{*}(r) \mid H_{1}^{*}(p)\right)$.
Thus we test all hypotheses against $H_{1}(p)$. The simultaneous determination of trend and cointegrating rank is now performed as follows:
We calculate $Q_{0}, \ldots, Q_{p-1}, Q_{0}^{*}, \ldots, Q_{p-1}^{*}$. We accept rank $r$ and the presence of a trend if $H_{1}(0), \ldots, H_{1}(r-1)$ are rejected and if also the
models $H_{1}^{*}(0), \ldots, H_{1}^{*}(r-1)$ as well as $H_{1}^{*}(r)$ are rejected but $H_{1}(r)$ is accepted.
We accept cointegrating rank $r$ and the absence of a trend if $H_{1}^{*}(r)$ is accepted and $H_{1}(0), \ldots, H_{1}(r-1)$ as well as $H_{1}^{*}(0), \ldots, H_{1}^{*}(r-1)$ are rejected. This solution represents a choice and reflects a priority in the ordering of the hypotheses.
If instead we assume no quadratic trend in the process but allow a linear trend in all directions, we can analyse model $H^{*}(r)$. These models are nested and the rank is determined as above by calculating the $-2 \log Q\left(H(r)^{*} \mid H(p)^{*}\right)$ for $r=0, \ldots, p-1$, and compare them with their quantiles from Table 15.4, starting with $r=0$.

### 6.4 Exercises

## 6.1

Consider the model

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\mu_{0}+\mu_{1} t+\varepsilon_{t} .
$$

We define the parameters

$$
\begin{aligned}
& \mu_{0}=\alpha \rho_{0}+\alpha_{\perp} \gamma_{0} \\
& \mu_{1}=\alpha \rho_{1}+\alpha_{\perp} \gamma_{1} .
\end{aligned}
$$

1. Show by Granger's representation theorem that $X$, in general has a quadratic trend and show how this model can be estimated by reduced rank regression.
2. Show that if $\alpha_{1}^{\prime} \mu_{1}=0$ then the quadratic trend disappears, but the process still has a linear trend given by

$$
\tau_{1}=\beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime} \alpha_{\perp}\left(\gamma_{0}+\left(\alpha_{\perp}^{\prime} \alpha_{\perp}\right)^{-1} \alpha_{\perp}^{\prime} \beta\left(\beta^{\prime} \beta\right)^{-1} \rho_{1}\right)-\beta\left(\beta^{\prime} \beta\right)^{-1} \rho_{1}
$$

see Chapter 5, formula (5.20).
3. Show how one can estimate the parameters of the model by reduced rank regression under the constraint $\alpha_{\perp}$ $\mu_{1}=0$.
4. What happens under the constraint $\alpha_{1}^{\prime} \mu_{0}=0$, and $\mu_{1}$ unrestricted?
5. Under the restriction $\alpha_{1}^{\prime} \mu_{1}=0$, the hypothesis of trend stationarity of $X_{10}$ say, can be formulated as the hypothesis that the unit vector $(1,0, \ldots, 0)$ is one of the cointegrating vectors. Discuss how the parameters can be estimated by reduced rank regression in this case.

## 6.2

A normalization or identification of the cointegrating vectors. Consider the model

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\varepsilon_{t}
$$

The equation

$$
\left|\lambda \Sigma_{\beta \beta}-\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta}\right|=0
$$

has solutions $\lambda_{1}>\cdots>\lambda_{r}$ and $V=\left(\nu_{1}, \ldots, v_{r}\right)$ such that $V \Sigma_{\beta \beta} V=I$. Now define $\tilde{\beta}=\beta V$, that is, $\tilde{\beta}_{1}=\beta u_{1}$, and define $\tilde{\alpha}=\alpha V^{\prime-1}$, such that $\tilde{\alpha} \beta^{\prime}=\alpha \beta^{\prime}$.

1. Show that

$$
\begin{aligned}
\operatorname{Var}\left(\tilde{\beta}^{\prime} X_{t-1}\right) & =I \\
\tilde{\alpha}=\Sigma_{0} \tilde{\beta} & =\operatorname{Cov}\left(\Delta X_{t}, \tilde{\beta}^{\prime} X_{t-1}\right) \\
\tilde{\alpha^{\prime}} \Sigma_{00}^{-1} \tilde{\alpha} & =\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{r}\right)
\end{aligned}
$$

2. Show that similar relations hold for the estimated values of $\alpha$ and $\beta$.

## 6.3

An example of a model based on rational expectations can be formulated as

$$
\begin{equation*}
E_{t}\left(c_{0}^{\prime} X_{t}+c_{1}^{\prime} X_{t+1}\right)+c=0 \tag{6.33}
\end{equation*}
$$

for a process $X$, which we assume is generated by the equation

$$
\begin{equation*}
\Delta X_{t}=\Pi X_{t-1}+\mu+\varepsilon_{t, t} t=1, \ldots, T \tag{6.34}
\end{equation*}
$$

Here $X_{t}$ is $p$-dimensional and the matrix $c$ is $(q \times 1)$ and $c_{0}$ and $c_{1}$ are $(p \times q)$ known matrices. As an example of this situation consider the variables ( $i_{t}^{\text {an }}, i_{t}^{118}$, exch $\left._{t}, p_{t}^{\mathrm{148}}, p_{t}^{\mathrm{au}}\right)$. The hypothesis of uncovered interest parity is formulated as

$$
\begin{equation*}
i_{t}^{\mathrm{us}}-i_{t}^{\mathrm{au}}=E_{t} \Delta e x c h_{t+1} \tag{6.35}
\end{equation*}
$$

and the hypothesis of equal expected real interest rates is formulated as

$$
\begin{equation*}
i_{t}^{\mathrm{us}}-E_{t} \Delta p_{t+1}^{\mathrm{us}}=i_{t}^{\mathrm{au}}-E_{t} \Delta p_{t+1}^{\mathrm{au}} \tag{6.36}
\end{equation*}
$$

1. Show that (6.35) and (6.36) taken together are a special case of (6.33) and find the matrices $c, c_{0}$, and $c_{1}$.
2. Show that in order for (6.33) to be consistent with (6.34) it must hold that

$$
\begin{equation*}
c_{1}^{\prime} \Pi=-\left(c_{0}+c_{1}\right)^{\prime}, \quad \text { and } \quad c_{1}^{\prime} \mu+c=0 . \tag{6.37}
\end{equation*}
$$

In the presence of cointegration these restrictions give more restrictions on the matrix $\Pi$ and it is these restrictions that we want to test in the following. We define

$$
a=c_{1}, b=-\left(c_{0}+c_{1}\right)
$$

and assume that the matrix $b$ has full rank.
3. Show that under the assumption that $\Pi$ has reduced rank $r(0<r<p)$ and the restrictions (6.37) hold, we have that $a$ has full rank and that

$$
\left(a, a_{\perp}\right)^{\prime} \Pi\left(b, b_{\perp}\right)=\left[\begin{array}{cc}
b^{\prime} b & 0 \\
\Theta & \xi \eta^{\prime}
\end{array}\right]
$$

for matrices $\xi$ and $\eta$ of dimension $(p-q) \times(r-q)$ and rank $(r-q)$ and a matrix $\Theta$ of dimension $(p-q) \times q$. Find $\Pi$ as a function of $\Theta, \xi$, and $\eta$ and show that this expression implies that $\Pi$ has reduced rank and satisfies the restrictions (6.37).
4. Find the dimension of the parameter space spanned by $\Pi$ and $\mu$ under the restrictions (6.37), and find an expression for the cointegrating vectors $\beta$ expressed in terms of $\eta$, and an expression for $\alpha$.
5. Show by multiplying the equations for $X$, by $a$ and $a_{\perp}$ respectively that the estimators for $\eta, \xi$, $\Theta$, and $\mu$ can be determined by reduced rank regression.
6. Find an expression for the likelihood ratio test for the hypothesis (6.37). The asymptotic distribution is $\chi^{2}$. Find the degrees of freedom.

## 6.4

Discuss the estimation problem for the statistical models discussed in the exercises given in Chapter 5.

## 6.5

Consider the model

$$
\begin{equation*}
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\Gamma_{1} \Delta X_{t-1}+\varepsilon_{t} \tag{6.38}
\end{equation*}
$$

Let $H$ be a $p \times s$ matrix.

1. Show that the hypothesis

$$
\Gamma_{1} H_{\perp}=0
$$

can be formulated as $\Gamma_{1}=\xi H^{\prime}$ for some $\xi(p \times s)$ and derive the likelihood ratio test for this hypothesis. The asymptotic distribution of the test statistic is $\chi^{2}$. Determine the degrees of freedom.
2. Show that if $\beta=H \boldsymbol{\phi}$ and $\Gamma_{1}=\xi H^{\prime}$ then $Y_{1}=H^{\prime} X_{t}$ is an autoregressive process. Find the parameters and give the condition for the process $Y$, to be an $I(1)$ process.
3. Consider now the following special case

$$
\begin{gather*}
\Delta Y_{t}=y \Delta Z_{t-1}+\varepsilon_{1 t} \\
\Delta Z_{t}=\alpha_{2}\left(Y_{t-1}+\beta_{2} Z_{t-1}\right)+\varepsilon_{2 t} \tag{6.39}
\end{gather*}
$$

Find the characteristic polynomial and its roots and show that if

$$
\begin{aligned}
\beta_{2}+\gamma & \neq 0 \\
-1 & <\gamma \alpha_{2} \\
\gamma \alpha_{2}+\beta_{2} \alpha_{2} & <0 \\
\alpha_{2}\left(\gamma-\beta_{2}\right) & <2
\end{aligned}
$$

then the process $X_{t}=(Y, Z)^{\prime}$ is an $I(1)$ process and $Y_{t}+\beta_{2} Z_{t}$ is stationary.
4. For $H=(1,0)^{\prime}$ the hypothesis $\beta=H \boldsymbol{\phi}$ reduces to $\beta_{2}=0$. Find the autoregressive representation of $Y$, given by (6.39) and (6.40) under the assumption that $\beta=H \boldsymbol{\phi}$ and $\Gamma_{1}=\xi H^{\prime}$ and determine the properties of the process depending on the parameters.
The problem is inspired by the following situation. In an investigation of money $m$, income $y$, price $p$, and interest rates $i_{11}$, and $i_{2}$, both money and income are in nominal values. The variables $m_{1}, y_{\text {, }}$, and $p_{t}$ are in logarithms. An analysis of the data shows that a model with $r=3$ and $k_{e}=2$ describes the data. We now want to investigate if we could have analysed the variables in real terms, that is, the variables ( $m_{t}-p_{0} y_{t}-p_{0}, i_{10}, i_{2}$ ).
5. Determine in this case the matrix $H$ and determine explicitly the condition that $\Gamma_{1}$ has to satisfy in order that the real variables are described by an $\operatorname{AR}(2)$ model.

## 7 Hypothesis Testing for the Long-Run Coefficients $\beta$

This chapter contains a derivation of the estimator and test statistics under hypotheses expressed as linear restrictions of the long-run coefficients $\beta$. We saw in Chapter 6 how a number of hypotheses can be analysed by various versions of the reduced rank regression algorithm. In this chapter we show that a number of the models defined by restrictions on $\beta$ in Chapter 5 can be solved by reduced rank regression or slight modifications of it. For each of the hypotheses we give an algorithm for estimation of the parameters and the maximized likelihood function, and hence the likelihood ratio statistics. All the asymptotic distributions for hypotheses on either $\beta$ or $\alpha$ turn out to be $\chi^{2}$ distributions by the results in Chapter 13. We give here the calculation of the degrees of freedom for the various hypotheses. The last section 7.3 shows how some of the results are applied to an analysis of the Purchasing Power Parity between Australia and United States as well as an analysis of demand for money in Denmark.

### 7.1 Degrees of Freedom

The tests on $\beta$ all turn out to be asymptotically distributed as $\chi^{2}$. The reason for this is that the asymptotic distribution of $\beta$, suitably normalized, will be mixed Gaussian, see Chapter 13, with a dimension determined by the dimension of the tangent space of the statistical model.

In order to understand the determination of the degrees of freedom the following should be kept in mind. In the usual linear regression model $y_{t}=\theta^{\prime} x_{t}+\varepsilon_{t}$ or $Y=X \theta+\varepsilon$ with fixed regressors and Gaussian errors, the space spanned by the columns of the design matrix $X$, gives the dimension of the model or the number of free parameters. If linear restrictions are imposed on the parameters: $\theta=H \phi$, a submodel is defined, and the space spanned by XH forms a subspace, the dimension of which determines the number of free parameters of the hypothesis. The decrease in number of parameters gives the degrees of freedom for the test of the restrictions on the parameter. For non-linear models $y_{t}=\theta(\eta)^{\prime} x_{t}+\varepsilon_{t}$ one applies a Taylor expansion to find that locally we have linearity:

$$
\theta(\hat{\eta})=\theta(\eta)+D \theta(\hat{\eta}-\eta)+O\left(|\hat{\eta}-\eta|^{2}\right)
$$

Using the consistency of $\hat{\eta}$ we can in the asymptotic analysis replace the non-linear model by the linear model with regressors ( $D \theta)^{\prime} x$, such that the number of parameters is given by the dimension of the space spanned by $X D \theta$. Thus the tangent space of the non-linear function takes the role of the linear space in usual linear regressions and the dimension of the tangent space gives the number of free parameters. Similarly the information matrix is proportional to the matrix ( $D \theta$ )' $X^{\prime} X D \theta$ and the inverse if it exists is proportional to the asymptotic variance.

A non-linear restriction then gives a subspace with a new tangent space, which is a subspace of the old tangent space and the difference in dimension is the degrees of freedom for the test of the non-linear restrictions. In a cointegration model, which is a non-linear restriction on $\Pi$ expressed as $\Pi=\alpha \beta^{\prime}$, we will first determine the dimension of the tangent space at a point where $\alpha$ and $\beta$ are of full rank, and then use this result to determine the degrees of freedom for some of the tests for restrictions on $\beta$ discussed in Chapter 5.
Lemma 7.1 The function $f(x, y)=x y^{\prime}$, where $x$ is $p \times r(r \leq p)$ and $y$ is $m \times r(r \leq m)$, is differentiable at all points, with a differential given by

$$
D f(x, y, h, k)=x k^{\prime}+h y^{\prime}, h(p \times r) \text { and } k(m \times r)
$$

If $x$ and $y$ have full rank then the tangent space has dimension

$$
p m-(p-r)(m-r)=(p+m-r) r
$$

Proof From the expansion

$$
f(x+h, y+k)=f(x, y)+x k^{\prime}+h y^{\prime}+h k^{\prime}
$$

the first result follows, and the tangent space consists of the matrices

$$
T=\left\{x k^{\prime}+h y^{\prime} \mid h(p \times r), k(m \times r)\right\}
$$

It is easier to determine the dimension of the normal space, that is, the space orthogonal to the tangent space at the point $(x, y)$. This space must satisfy the conditions

$$
\begin{gathered}
N=\left\{M(m \times p) \mid \operatorname{tr}\left(M\left(x k^{\prime}+h y^{\prime}\right)\right)=0, \text { for all } h(p \times r) \text { and } k(m \times r)\right\} \\
=\left\{M \mid M x=0 \text { and } y^{\prime} M=0\right\}
\end{gathered}
$$

We next want to determine the number of free parameters in a matrix with these restrictions.

We assume without loss of generality, since $x$ and $y$ have full rank, that $x, y$, and $M$ have the form

$$
x=\left[\begin{array}{l}
I \\
0
\end{array}\right], y=\left[\begin{array}{l}
I \\
0
\end{array}\right], M=\left[\begin{array}{l}
M_{11} M_{12} \\
M_{21} M_{22}
\end{array}\right] .
$$

The condition $M x=0$ implies that $M_{11}=M_{21}=0$ and $y^{\prime} M=0$ implies that $M_{11}=M_{12}=0$, such that the only parameters remaining in $M$ are the parameters of $M_{22}$, that is, a total of $(p-r)(m-r)$. Thus $N$ has dimension $(p-r)(m-r)$ and hence the tangent space has dimension $p m-(p-r)(m-r)$.
Another way of determining the dimension of the space of matrices defined by $x y^{\prime}$ of full rank is the following. Since $x$ and $y$ have full rank there is no loss of generality in assuming that $y^{\prime}=\left(y_{1}^{\prime}, y_{2}^{\prime}\right)$, where $y_{1}(r \times r)$ has full rank, such that

$$
f(x, y)=x y^{\prime}=x y_{1}^{\prime}\left(I, y_{1}^{-1^{\prime}} y_{2}^{\prime}\right)=\bar{x} \bar{y}^{\prime},
$$

say. Now $\bar{x}$ and $\bar{y}$ can be recovered from the value of $f(x, y)$ by the identifying restrictions imposed and the dimension of the space of matrices of the form $x y^{\prime}$ must be equal to the number of parameters in the arguments $\bar{x}$ and $\bar{y}$, that is, $p r+r(m-r)$ which is equal to $p m-(p-r)(m-r)$.

### 7.2 Linear Restrictions on $\beta$

We analyse some of the models discussed in Chapter 5 defined by linear restrictions on $\beta$ and show that some can be estimated by reduced rank regression, whereas others need an iteration which can be performed conveniently by a switching algorithm. For each such hypothesis the degrees of freedom are calculated by the above result.

### 7.2.1 The same restriction on all $\beta$

The basic $I(1)$ model is given by the equations

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{1} \Delta X_{t-i}+\Phi D_{t}+\varepsilon_{t}
$$

where the parameters $\left(\alpha, \beta, \Gamma_{1}, \ldots, \Gamma_{k-1}, \Phi, \Omega\right)$ vary freely. Consider first the restriction $H_{0}: \beta=H \boldsymbol{\phi}$ for some known matrix $H$ of dimension $p \times s$ which corresponds to imposing the same restriction on all cointegrating vectors.

THEOREM 7.2 Under bypothesis $H_{0}: \beta=H \boldsymbol{\phi}$, we find the maximum likelihood estimator of $\beta$ by reduced rank regression of $\Delta X_{\text {, on }}$ $H^{\prime} X_{t-1}$ corrected for lagged differences and dummies, that is, first we solve

$$
\begin{equation*}
\left|\lambda^{*} H^{\prime} S_{11} H-H^{\prime} S_{10} S_{00}^{-1} S_{01} H\right|=0 \tag{7.1}
\end{equation*}
$$

for $1>\lambda_{1}^{*}>\ldots>\lambda_{s}^{*}>0$ and $V=\left(v_{1}, \ldots, v_{1}\right.$ ) which we normalize by $V^{\prime} H^{\prime} S_{11} H V=I$. Then choose

$$
\hat{\varphi}=\left(u_{1}, \ldots, u_{r}\right) \text { and } \hat{\beta}=\hat{H},
$$

and find the estimates of the remaining parameters by ordinary least squares for $\beta=\hat{\beta}$. The maximized likelibood becomes

$$
L_{\max }^{-2 / T}\left(H_{0}\right)=\left|S_{00}\right| \prod_{i=1}^{r}\left(1-\lambda_{i}^{*}\right),
$$

and the likelihood ratio test $Q\left(H_{0} \mid H(r)\right)$ of the hypothesis $H_{0}$ in $H(r)$ is

$$
\begin{equation*}
-2 \log Q\left(H_{0} \mid H(r)\right)=T \sum_{i=1}^{r} \log \left\{\left(1-\lambda_{i}^{*}\right) /\left(1-\hat{\lambda}_{i}\right)\right\} \tag{7.2}
\end{equation*}
$$

which is asymptotically distributed as $\chi^{2}$ with $r(p-s)$ degrees of freedom.
Proof For fixed $\beta$ we get the concentrated likelihood function as before and the regression equation

$$
R_{0 t}=\alpha \varphi^{\prime} H^{\prime} R_{1 t}+\hat{\varepsilon}_{t}
$$

see (6.8) and (6.9), which shows that $\alpha$ and $\phi$ can be found by reduced rank regression of $\mathrm{R}_{01}$ on $H^{\prime} \mathrm{R}_{10}$, that is, $\phi$ now has to be chosen to minimize

$$
\begin{equation*}
\frac{\left|\beta^{\prime}\left(S_{11}-S_{10} S_{00}^{-1} S_{01}\right) \beta\right|}{\left|\beta^{\prime} S_{11} \beta\right|}=\frac{\left|\varphi^{\prime}\left(H^{\prime} S_{11} H-H^{\prime} S_{10} S_{00}^{-1} S_{01} H\right) \varphi\right|}{\left|\varphi^{\prime} H^{\prime} S_{11} H \varphi\right|} \tag{7.3}
\end{equation*}
$$

over the set of all $s \times r$ matrices. This shows most of the results of Theorem 7.2, it only remains to discuss the degrees of freedom for the test.

From Lemma 7.1 it follows that the number of parameters in the matrix $\Pi=\alpha \beta^{\prime}$ with unrestricted $\alpha$ and $\beta$ is $p^{2}-(p-$ $r)^{2}=p r+r(p-r)$. If $\beta=H \boldsymbol{\phi}$, then $\Pi=a \phi^{\prime} H^{\prime}$ which according to Lemma 7.1 has $p r+r(s-r)$ parameters since $H$ is $p \times s$. The difference is $r(p-r)-r(s-r)=r(p-s)$, which determines the degrees of freedom for the test of the hypothesis $\beta=H \boldsymbol{\phi}$.

### 7.2.2 Some $\beta$ assumed known

Next consider the hypothesis (5.4) $H_{0}: \beta=(b, \phi)$ where $b$ is $p \times s$ and $\phi$ is $p \times(r-s)$. Thus of the $r$ cointegrating relations the first $b$ are assumed known, and the remaining $r-s$ are to be estimated unrestrictedly. Before formulating the result we introduce some notation. We decompose the adjustment parameter $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$ correspondingly into $\alpha_{1}$ $(p \times s)$ and $\alpha_{2}(p \times(r-s))$ and find that under $H_{0}$ it holds that

$$
\Pi=\alpha \beta^{\prime}=\alpha_{1} b^{\prime}+\alpha_{2} \varphi^{\prime}
$$

and equation (6.9) becomes

$$
\begin{equation*}
R_{0 t}=\alpha_{1} b^{\prime} R_{1 t}+\alpha_{2} \varphi^{\prime} R_{1 t}+\hat{\varepsilon}_{t} . \tag{7.4}
\end{equation*}
$$

The analysis of these equations can be performed by first concentrating out $\alpha_{1}$, that is, regressing $R_{0 r}$ and $R_{1 /}$ on $b^{\prime} R_{1 r}$. This gives new residuals

$$
\begin{aligned}
& R_{0 . b t}=R_{0 t}-S_{01} b\left(b^{\prime} S_{11} b\right)^{-1} b^{\prime} R_{1 t} \\
& R_{1 . b t}=R_{1 t}-S_{11} b\left(b^{\prime} S_{11} b\right)^{-1} b^{\prime} R_{1 t}
\end{aligned}
$$

and new product moment matrices

$$
S_{i j . b}=S_{i j}-S_{i 1} b\left(b^{\prime} S_{11} b\right)^{-1} b^{\prime} S_{1 j}
$$

The concentrated likelihood function now has the form

$$
\begin{aligned}
L_{\max }^{-2 / T} & =\left|S_{00 . b}-S_{01 . b} \varphi\left(\varphi^{\prime} S_{11 . b} \varphi\right)^{-1} \varphi^{\prime} S_{10 . b}\right| \\
& =\left|S_{00 . b} \| \varphi^{\prime}\left(S_{11 . b}-S_{10 . b} S_{00 . b}^{-1} S_{01 . b}\right) \varphi\right| /\left|\varphi^{\prime} S_{11 . b} \varphi\right|
\end{aligned}
$$

Note that if $\phi$ is chosen to lie in $s p(b)$ then both the numerator and denominator are zero. This problem is treated in Lemma A.10, where it is shown that we need only consider vectors which are orthogonal to $b$. We therefore restrict attention to vectors in the space $s p(b \perp)$, and solve the eigenvalue problem.

$$
\left|\tilde{\lambda} b^{\prime}{ }_{\perp} S_{11 . b} b_{\perp}-b^{\prime}{ }_{\perp} S_{10 . b} S_{00 . b}^{-1} S_{01 . b} b_{\perp}\right|=0,
$$

for eigenvalues $1>\tilde{\lambda}_{1}>\ldots>\tilde{\lambda}_{p-s}>0$.
It is convenient also to solve the eigenvalue problem

$$
\left|\tilde{\rho} S_{00}-S_{01} b\left(b^{\prime} S_{11} b\right)^{-1} b^{\prime} S_{10}\right|=0
$$

for eigenvalues $\tilde{\rho}_{1}>\ldots>\tilde{\rho}_{s}>\tilde{\rho}_{s+1}=\ldots=\tilde{\rho}_{p}=0$. We then get the representation

$$
\left|S_{00 . b}\right| /\left|S_{00}\right|=\left|S_{00}-S_{01} b\left(b^{\prime} S_{11} b\right)^{-1} b^{\prime} S_{10}\right| /\left|S_{00}\right|=\prod_{i=1}^{s}\left(1-\tilde{\rho}_{i}\right) .
$$

From this we find the maximized likelihood function

$$
L_{\max }^{2 / T}=\left|S_{00}\right|_{i=1}^{s}\left(1-\tilde{\rho}_{i}\right) \prod_{i=1}^{r-s}\left(1-\tilde{\lambda}_{i}\right) .
$$

The degrees of freedom for this model can also be determined by Lemma 7.1. Since $\phi$ can be chosen in $s p\left(b_{1}\right)$, that is, $\phi=b_{1} \psi$, equation (7.4) can be written as

$$
R_{0 t}=\alpha_{1} b^{\prime} R_{1 t}+\alpha_{2} \psi^{\prime} b^{\prime}{ }_{\perp} R_{1 t}+\hat{\varepsilon}_{t} .
$$

It is seen from Lemma 7.1 that the number of parameters is

$$
p s+p(p-s)-(p-(r-s))(p-s-(r-s))=p^{2}-(p-r)^{2}-s(p-r)
$$

since $\alpha_{1}$ is $(p \times s), \alpha_{2}$ is $(p \times(r-s))$, and $\psi$ is $(p-s) \times(r-s)$. The number of parameters in the model with unrestricted $\alpha$ and $\beta$ of dimension $p \times r$ is $p^{2}-(p-r)^{2}$. The difference gives $s(p-r)$ degrees of freedom for the test. The results are formulated in

THEOREM 7.3 Under bypothesis $H_{0}: \beta=(b, \phi)$ the estimate of $\phi$ is found by solving the eigenvalue problem

$$
\left|\tilde{\lambda} b^{\prime}{ }_{\perp} S_{11 . b} b_{\perp}-b^{\prime}{ }_{\perp} S_{10 . b} S_{00 . b}^{-1} S_{01 . b} b_{\perp}\right|=0,
$$

for eigenvalues $\tilde{\lambda}_{1}>\ldots>\tilde{\lambda}_{p-s}>0$ and eigenvectors $\boldsymbol{m}$, and the eigenvalue problem

$$
\begin{equation*}
\left|\tilde{\rho} S_{00}-S_{01} b\left(b^{\prime} S_{11} b\right)^{-1} b^{\prime} S_{10}\right|=0, \tag{7.5}
\end{equation*}
$$

for eigenvalues $\tilde{\rho}_{1}>\ldots>\tilde{\rho}_{s}>\tilde{\rho}_{s+1}=\ldots=\tilde{\rho}_{p}=0$. The maximum likelihood estimator for $\beta$ is

$$
\tilde{\beta}=\left(b, b_{\perp}\left(w_{1}, \ldots, w_{r-s}\right)\right),
$$

and the maximized likelihood function is

$$
\begin{equation*}
L_{\max }^{2 / T}=\left|S_{00}\right| \prod_{i=1}^{\delta}\left(1-\tilde{\rho}_{i}\right) \prod_{i=1}^{r-s}\left(1-\tilde{\lambda}_{i}\right) . \tag{7.6}
\end{equation*}
$$

Hence the likelihood ratio test of the bypothesis $H_{0}$ in $H(r)$ is given by

$$
\begin{align*}
& -2 \log Q\left(H_{0} \mid H(r)\right) \\
= & T\left\{\sum_{i=1}^{s} \log \left(1-\tilde{\rho}_{i}\right)+\sum_{i=1}^{r-s} \log \left(1-\tilde{\lambda}_{i}\right)-\sum_{i=1}^{r} \log \left(1-\hat{\lambda}_{i}\right)\right\} \tag{7.7}
\end{align*}
$$

which is asymptotically distributed as $\chi^{2} w i t h s(p-r)$ degrees of freedom.

We can compare the eigenvalue problem (7.3) corresponding to restrictions on $\beta$ and (7.5) corresponding to assuming some known cointegrating relations.

The problem of estimating $\beta$ subject to the restrictions $\beta=H \boldsymbol{\phi}$ leads to a transformation of the levels of the process by $H^{\prime}$ and the problem of estimating $\beta$ when some of the vectors are known leads to conditioning on the levels transformed by $b$.

Thus if we imposed both sets of restrictions we should solve the eigenvalue problem where we have conditioned on $b^{\prime}$ $R_{11}$ and transformed by $H^{\prime} \mathrm{R}_{11}$. That is, we should solve the eigenvalue problem

$$
\begin{equation*}
\left|\lambda H^{\prime} S_{11 . b} H-H^{\prime} S_{10 . b} S_{00 . b}^{-1} S_{01 . b} H\right|=0 \tag{7.8}
\end{equation*}
$$

### 7.2.3 Individual restrictions on $\beta$

We first consider the model defined by the restrictions

$$
\beta=\left(H_{1} \varphi_{1}, H_{2} \varphi_{2}\right),
$$

where $H_{i}$ is $p \times s_{s}$, and $\phi_{i}$ is $s_{i} \times r_{r}$, see (5.5). Note that the relations are not necessarily identified in the above model, since in particular we allow the matrices $H_{i}$ to be the same, in which case we are in the situation considered in Theorem 7.2.

We decompose the $\alpha$ matrix similarly, that is, $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$ where $\alpha_{i}$ is $p \times r_{\text {, }}$ and the basic equation (6.9) becomes

$$
\begin{equation*}
R_{0 t}=\alpha_{1} \varphi_{1}^{\prime} H_{1}^{\prime} R_{1 t}+\alpha_{2} \varphi_{2}^{\prime} H_{2}^{\prime} R_{1 t}+\hat{\varepsilon}_{t} \tag{7.9}
\end{equation*}
$$

This is evidently a reduced rank problem but with two reduced rank conditions. The solution is not given by an eigenvalue problem, but the following algorithm is easy to implement and is found to converge. Moreover it has the property that the likelihood function is increasing in each step. The algorithm is based on the observation that for known $\phi_{1}$, the analysis of (7.9) is just a reduced rank regression of $R_{0}$ on $H_{2}{ }^{\prime} \mathrm{R}_{17}$ corrected for $\beta_{1}{ }^{\prime} \mathrm{R}_{10}=\phi_{1}{ }^{\prime} H_{1}^{\prime} \mathrm{R}_{10}$, that is, the solution given in Theorem 7.3.

As starting values it is not a good idea to use the unrestricted estimates of the vectors in $\beta$ since the ordering of the vectors need not correspond to the ordering given in the model. Instead one can find among the $r$ vectors in the unrestricted estimator $\hat{\boldsymbol{\beta}}$ a total of $r_{1}$ linear combinations that are as close to $s p\left(H_{1}\right)$ as possible. This is done by solving the eigenvalue problem

$$
\left|\lambda \hat{\beta}^{\prime} \hat{\beta}-\hat{\beta}^{\prime} H_{1}\left(H_{1}^{\prime} H_{1}\right)^{-1} H_{1}^{\prime} \hat{\beta}\right|=0
$$

for eigenvalues and eigenvectors $\left(v_{1}, \ldots, v_{1}\right)$ and choose as initial value for the iteration the vectors $\hat{\beta}_{1}=\hat{\beta}\left(v_{1}, \ldots, v_{r 1}\right)$.
Thus the algorithm consists of the following steps:

1. Estimate $\beta_{1}$ and $\beta_{2}$ unrestricted as described in Theorem 6.1 and construct an initial estimate $\hat{\beta}_{1}$ as described above.
2. For fixed value of $\beta_{1}=\hat{\beta}_{1}$ estimate $\alpha_{2}$ and $\boldsymbol{\phi}_{2}$ by reduced rank regression of $R_{0 r \prime}$ on $H_{2}{ }^{\prime} R_{1 t}$ corrected for $\beta_{1}{ }^{\prime} R_{1 r}$. This defines $\hat{\beta}_{2}=H_{2} \hat{\varphi_{2}}$.
3. For fixed value of $\beta_{2}=\hat{\beta}_{2}$ estimate $\alpha_{1}$ and $\phi_{1}$ by reduced rank regression of $R_{0 r}$ on $H_{1}^{\prime} R_{1 /}$ corrected for $\beta_{1}{ }^{\prime} R_{1 r}$. This defines $\hat{\beta}_{1}=H_{1} \hat{\varphi}_{1}$.
4. Continue with 2 . and 3 . until convergence.

We do not know that a unique maximum exists, and hence cannot prove that the algorithm always converges to the correct value but the algorithm has the property that the likelihood function is maximized in each step. The maximum value of the likelihood function is given by expressions like (7.6). We summarize the results in
THEOREM 7.4 The model $H_{0}: \beta=\left(H_{1 中 1}, H_{2 q_{2}}\right)$ is estimated by the switching algorithm described above. The maximized value of the likelibood function is given by

$$
L_{\max }^{-2 / T}=\left|S_{00}\right| \prod_{i=1}^{r 1}\left(1-\hat{\rho}_{i}\right) \prod_{i=1}^{r 2}\left(1-\hat{\lambda}_{i}\right)
$$

where $1>\hat{\lambda}_{1}>\ldots>\hat{\lambda}_{s 2}$ are defined as the solutions to the eigenvalue problem for $\beta_{1}=\hat{\beta}_{1}$ :

$$
\left|\hat{\lambda} H_{2}^{\prime} S_{11 . \beta_{1}} H_{2}-H_{2}^{\prime} S_{10 . \beta_{1}} S_{00 . \beta_{1}}^{-1} S_{01 . \beta_{1}} H_{2}\right|=0
$$

and ${ }_{1}>\hat{\rho}_{1}>\ldots>\hat{\rho}_{s_{1}}$ are defined by the eigenvalue problem for $\beta_{2}=\hat{\beta}_{2}$ :

$$
\left|\hat{\rho} H_{1}^{\prime} S_{11 . \beta_{2}} H_{1}-H_{1}^{\prime} S_{10 . \beta_{2}} S_{00 . \beta_{2}}^{-1} S_{01 . \beta_{2}} H_{1}\right|=0
$$

Theorem 7.4 can immediately be applied to calculate likelihood ratio tests for further restrictions on the variation of the cointegrating relations. Thus in particular this is the test of over-identifying restrictions and also the test for the identification as given by (5.7). There is no general simple formula for calculating the degrees of freedom for models of this type, since it depends on how the matrices $H_{1}$ and $H_{2}$ are related and on their dimensions. We give without proof a result for identified models with individual restrictions on the cointegrating relations.

Theorem 7.5 The model $H_{0}: \beta=\left(H_{1 申 1}, \ldots, H_{\phi \phi}\right)$ where $H$ is $p \times$ s,and $\phi$ is $s_{i} \times 1$ is estimated by the above switching algorithm, and the asymptotic distribution of the likeelibood ratio test statistic for this model, in the general model of $\beta$ unrestricted, is $\chi^{2} w i t h$ degrees of freedom given by $\sum_{i=1}^{r}\left(p-r-s_{i}+1\right)$, provided that $\beta$ is identified.

The degrees of freedom can be calculated from Lemma 7.1 and are simply the sum of the number of restrictions in each equation, that is $p-s_{i}+1$ less the number of restrictions $r$ needed to just identify the parameters.

### 7.2.4 Structural error correction model

The structural error correction model is given by (5.10). Instead of estimating the restricted short-run and long-run parameters simultaneously it seems reasonable, in view of the super-consistency of the estimated long-run parameters, see Chapter 13, to estimate first the restricted long-run parameters from the reduced form error correction model with no restrictions on the short-run parameters. Next for fixed values of the long-run parameters apply the usual maximum likelihood procedure (FIML) to estimate the restricted structural error correction model since all regressors entering the error correction model are now stationary. An algorithm for performing the FIML estimation can be constructed as the algorithm for estimating the identified long-run parameters, see Johansen (1995b), but of course a general optimizing algorithm can be used if more complicated hypotheses are considered, see Doornik and Hendry (1994) and Boswijk (1995). In Johansen and Juselius (1994) an analysis of the IS-LM model is given from this point of view using Australian money data.

### 7.3 Illustrative Examples

### 7.3.1 The Danish data

In this section we analyse the Danish data using model $H_{1}^{*}(r)$, since inspection of the plots indicates that the data have no deterministic trend, which means that the constant term should be restricted by $\alpha_{1}^{\prime} \mu=0$. A formal test of this can be performed using the result of Corollary 11.2.

In this model, the value 1 is appended to the data vector and a set of coefficients to the $\beta$ matrix, see (6.29), and then a reduced rank regression is performed. Hence $p=4$ and $p 1=p+1=5$. The result of the analysis is given in Table 7.1.

From Table 7.1 we find that there is no clear evidence for cointegration. The hypothesis $r=0$ gives a test statistic of 49.14, which corresponds roughly to the 90 per cent quantile from Table 15.2. We choose to maintain the hypothesis that $r=1$, that is, that there is one cointegrating relation.

Fig. 7.1. The unrestricted cointegrating relation for the Danish data


Table 7.2 contains the estimated long-run coefficients and Table 7.3 the adjustment coefficients.
From these tables we see the cointegrating relation as the first column. In this case it seems natural to normalize on $m 2$.

$$
\hat{\beta} *^{\prime}=(1.00,-1.03,5.21,-4.22,-6.06)
$$

This makes it straightforward to interpret the cointegrating vector in terms of an error correction mechanism measuring the excess demand for money, where the equilibrium relation is given by

$$
m 2=1.03 y-5.21 i^{b}+4.22 i^{d}+6.06
$$

The corresponding $\alpha$ is
Table 7.1 The Eigenvalues, Trace Statistic, and 95\% Quantiles for the Danish Data

| r | $\lambda_{+1}$ | Trace | $95 \%$ |
| :--- | :--- | :--- | :--- |
| 0 | 0.433 | 49.14 | 53.42 |
| 1 | 0.178 | 19.06 | 34.80 |
| 2 | 0.113 | 8.89 | 19.99 |
| 3 | 0.043 | 2.35 | 9.13 |

Table 7.2 The Estimates of the Long-Run Parameters $\beta$ For the Danish Data

|  | $\hat{\beta}_{1}^{*}$ | $\hat{\beta}_{2}^{*}$ | $\hat{\beta}_{3}^{*}$ | $\hat{\beta}_{4}^{*}$ | $\hat{\beta}_{5}^{*}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $m 2$ | -21.97 | 14.66 | 7.95 | 1.02 | 11.36 |
| $y$ | 22.70 | -20.05 | -25.64 | -1.93 | -7.20 |
| $i^{b}$ | -114.42 | 3.56 | 4.28 | 25.00 | 19.20 |
| $i^{H}$ | 92.64 | 100.26 | -44.88 | -14.65 | -21.53 |
| 1 | 133.16 | -62.59 | 62.75 | -2.32 | -91.28 |

Table 7.3 The Estimates of the Adjustment Parameters $\alpha\left(\times 10^{3}\right)$ for the Danish Data

|  | $\hat{\alpha}_{1}$ | $\hat{\alpha}_{2}$ | $\hat{\alpha}_{3}$ | $\hat{\alpha}_{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\Delta m 2$ | 9.69 | -0.33 | 4.41 | 1.98 |
| $\Delta y$ | -5.23 | 1.35 | 6.28 | 1.08 |
| $\Delta i^{b}$ | -1.05 | -0.72 | 0.44 | -1.53 |
| $\Delta i^{\prime}$ | -1.34 | -2.06 | -0.35 | -0.05 |

$$
\hat{\alpha}^{* \prime}=(-0.213, \quad 0.115, \quad 0.023, \quad 0.029) .
$$

The normalized coefficients of $\alpha$ can now be interpreted as adjustment coefficients with which excess demand for money enters the four equations of our system. A low coefficient indicates slow adjustment and a high coefficient indicates rapid adjustment. It is seen that in the first equation which measures the changes in money balances, the adjustment coefficient is approximately 0.213 , whereas in the last two equations the adjustment coefficients are lower. Note, however, that the interpretation of the coefficient $\alpha$ is the effect of a change in the disequilibrium error corrected for the lagged differences, and hence involves all parameters in the model. The cointegrating linear combination $\beta^{\prime} X$, is plotted in Fig. 7.1, together with $\beta^{\prime} R_{11}$. It is seen that the processes appear considerably more stationary than the original variables, and that there is little difference in the behaviour of the two processes in this case.

The hypothesis of weak exogeneity is tested below, but first we test the hypothesis that money and income have equal coefficients with opposite sign.

With the notation $\beta^{* \prime}=\left(\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}, \beta_{5}\right)$ the hypothesis becomes:

$$
H_{0}: \beta_{1}=-\beta_{2} .
$$

In matrix formulation this hypothesis is expressed as

$$
\beta^{*}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \varphi, \quad \varphi \quad(4 \times 1)
$$

The test of $\beta_{1}+\beta_{2}=0$ is determined by the first eigenvalue with and without the restriction, see (7.2), and we find under this hypothesis the eigenvalues

$$
\lambda=(0.4327,0.1721,0.0436,0.0056,0) .
$$

The eigenvector is

$$
\hat{\beta}^{* \prime}=(-21.55, \quad 21.55, \quad-114.22, \quad 92.45, \quad 134.99),
$$

with the adjustment coefficients

$$
\hat{\alpha}^{* \prime}=(-9.83, \quad 4.99, \quad 1.05, \quad-1.38)
$$

The test statistic becomes

$$
-2 \log Q\left(\beta_{1}+\beta_{2}=0 \mid H_{1}^{*}(2)\right)=53 \quad \log \{(1-0.4327) /(1-0.4332)\}=0.043
$$

The asymptotic distribution of this quantity is given by the $\chi^{2}$ distribution with degrees of freedom $r(p 1-s)=1(5-4)$ $=1$. Note that $\beta$ is $(p+1) \times s$ since the constant is adjoined to the process $X$, when we analyse the model with the constant term restricted such that no trend can appear. It is clearly not significant, and we thus accept the hypothesis that for the Danish data the coefficients to $m 2$ and $y$ are equal with opposite sign.

The second hypothesis is that the coefficients for bond rate and deposit rate are equal with opposite sign. This hypothesis implies that the cost of holding money can be measured as the difference between the bond yield and the yield from holding money in bank deposits. Since $\beta_{1}+\beta_{2}=0$ was strongly supported by the data, we will test $\beta_{3}+$ $\beta_{4}=0$ within the hypothesis that $\beta_{1}+\beta_{2}=0$. We then impose the restrictions on $\beta$ given by the matrix

$$
\beta^{*}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{array}\right] \varphi,
$$

where $\phi$ is a $3 \times 1$ vector. Solving the eigenvalue problem we get the largest eigenvalue 0.4231 . The test for the hypothesis is given by

$$
-2 \log (Q)=53 \log \{(1-0.4231) /(1-0.4327)\}=0.89
$$

which should be compared with the $\chi^{2}$ quantiles with $r\left(s_{1}-s_{2}\right)=1(4-3)=1$ degree of freedom. Again this is not significant and we conclude the analysis of the cointegration vectors for the Danish demand for money by the restricted estimate

$$
\hat{\beta}^{* \prime}=(1.00,-1.00, \quad 5.88,-5.88,-6.21) .
$$

The corresponding estimate of $\alpha$ is

$$
\hat{\alpha}^{*}=(-0.177, \quad 0.095, \quad 0.023, \quad 0.032) .
$$

If we want to test that we can restrict further the coefficients $\alpha_{3}=\alpha_{4}=0$, that is, test the weak exogeneity of the two interest rates, we can
calculate the likelihood ratio test and find that the largest eigenvalue is $\lambda_{1}=0.356$, such that the test statistic is given by

$$
\begin{aligned}
-2 & \log \quad Q\left(\alpha_{3}=\alpha_{4}=0 \mid \beta_{1}+\beta_{2}=\beta_{3}+\beta_{4}=0\right) \\
& =53 \log \{(1-0.356) /(1-0.423)\}=5.81
\end{aligned}
$$

which compared with the quantiles in the $\chi^{2}(2)$ distribution gives a $p$-value of 5 per cent.

### 7.3.2 The Australian data

We first determine the cointegrating rank, and then test some hypotheses as discussed above. The eigenvalues and the related test statistics and quantiles are given in Table 7.4. The asymptotic distributions of the test statistics given in Theorem 6.1 are derived in Chapter 11, and the relevant tables are given in Chapter 15. Here we shall just use the results without comments on how they are obtained. The asymptotic distribution of

$$
-2 \quad \log \quad Q(H(r) \mid H(p))=-T \sum_{i=r+1}^{p} \log \left(1-\hat{\lambda}_{i}\right)
$$

depends on the fact that the linear trend is present, hence Table 15.3 is chosen and the quantiles also depend on the number of common trends $p-r$ in the model being tested.

It appears that $r=0$ is rejected, $r=1$ is rejected, and that $r=2$ can be accepted by the data. See Chapter 12 for a discussion of the rank determination. This is of course a rather formal test, since we only have the asymptotic distribution and not the actual distribution of the test statistic. Furthermore if we choose a 90 per cent quantile we can reject $r=2$ but accept $r=3$. Thus there is no clear-cut decision to make about whether $r=2$ or 3 . We started out looking for two cointegrating relations: the real exchange rate and the interest differential. These combinations are probably not stationary themselves, but we seem to have found two other combinations that are stationary.
Table 7.4 The Eigenvalues, Trace Statistic and $95 \%$ Quantile from Table 15.3 for the Australian Data

| $r$ | $\lambda_{t+1}$ | Trace | $95 \%$ |
| :--- | :--- | :--- | :--- |
| 0 | 0.484 | 101.38 | 68.91 |
| 1 | 0.268 | 51.78 | 47.18 |
| 2 | 0.215 | 28.43 | 29.51 |
| 3 | 0.074 | 10.24 | 15.20 |
| 4 | 0.058 | 4.45 | 3.96 |

Fig. 7.2. The unrestricted cointegrating relations for the Australian data


We continue with the model $H(2)$ which assumes $r=2$, and now illustrate some of the test procedures for hypotheses on $\beta$ and $\alpha$. Note that the calculated eigenvectors are normalized by $\hat{\beta}^{\prime} S_{11} \hat{\beta}=$ diagonal matrix. The chosen normalization from Theorem 6.1 is supplemented by choosing the coefficient to $p^{\text {au }}$ to 1.00 , and the adjustment coefficients are normalized similarly. If $r=1$ the maximum likelihood estimator is the first column of the long-run coefficients $\beta$, and the first column of the adjustment coefficients then gives the estimator of the corresponding adjustment coefficients in model $H(1)$. If $r=2$, then the maximum likelihood estimator for the two cointegrating relations is given as the space spanned by the first two $\beta$-vectors etc. Thus the estimation problem for all the models is solved simultaneously. It must be emphasized that the estimates in Table 7.5 are the unrestricted estimates, because we have analysed the general cointegration model. If we have prior assumptions on the cointegrating vectors we must incorporate this in the estimation method as discussed in this chapter.

The two cointegrating linear combinations $\beta_{1}{ }^{\prime} X_{t}$ and $\beta_{2}{ }^{\prime} X$, together with $\beta_{1}{ }^{\prime} \mathrm{R}_{1 /}$ and $\beta_{2}{ }^{\prime} \mathrm{R}_{2 t}$ are plotted in Fig. 7.2. Note that the latter which are corrected for short-term dynamics and seasonals appear more stationary.

Since we can only estimate the cointegrating space and not the individual vectors (without further restrictions) we should be prepared to take linear combinations of the vectors into account before we interpret them,

Table 7.5 Estimates of the Long-Run Parameters $\beta$ For the Australian Data

|  | $\hat{\beta}_{1}$ | $\hat{\beta}_{2}$ | $\hat{\beta}_{3}$ | $\hat{\beta}_{4}$ | $\hat{\beta}_{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $p^{\text {au }}$ | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| $p^{\text {us }}$ | -0.95 | -1.98 | -1.12 | -1.65 | -1.01 |
| exch | 0.38 | 0.76 | -0.81 | 0.14 | -0.35 |
| $i^{\text {au }}$ | -11.75 | 2.77 | 4.16 | 0.42 | -0.98 |
| $j^{\text {us }}$ | 9.34 | 3.88 | 2.03 | 3.28 | -1.39 |

Table 7.6 Estimates of the Adjustment Parameters $\alpha$ For the Australian Data

|  | $\hat{\alpha}_{1}$ | $\hat{\alpha}_{2}$ | $\hat{\alpha}_{3}$ | $\hat{\alpha}_{4}$ | $\hat{\alpha}_{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\Delta p^{\text {an }}$ | -0.030 | -0.013 | -0.007 | 0.012 | -0.018 |
| $\Delta p^{\text {ss }}$ | 0.004 | -0.034 | -0.001 | 0.028 | 0.008 |
| $\Delta$ exch | -0.035 | -0.124 | 0.159 | 0.043 | -0.064 |
| $\Delta i^{\text {au }}$ | 0.028 | -0.043 | 0.005 | -0.007 | -0.009 |
| $\Delta i^{\text {us }}$ | -0.008 | -0.052 | -0.000 | -0.027 | 0.018 |

or rather formulate the questions in terms of the cointegrating space. Note that it does not look possible to take linear combinations of the first two vectors and obtain the vector $(1,-1,-1,0,0)$, but that it seems that the two prices enter with equal coefficient with opposite sign. If they do so in the chosen representation they will do so for any linear combination, hence such a question is a question that involves the whole cointegrating space. Thus we would expect that the hypothesis that the coefficients to the prices sum to zero is accepted, but it looks as if the hypothesis that the real exchange rate is stationary is not satisfied.

Similarly with the interest differential which seems to enter the first relation but not the second. Note that we can always find a linear combination of the first two vectors that have exactly the coefficient 1 and -1 to the interest rates, hence this hypothesis is not testable. The hypothesis that the interest differential enters both relations, however, is testable. Next note that the third vector seems to contain the real exchange rate together with a linear combination of the interest rates. The proper formulation of this observation is that a vector of the form $(1,-1,-1, \phi, \psi)$ seems to lie in the space spanned by the first three cointegration vectors. Thus rather than becoming a question about the third vector, which is identified in a peculiar way, we formulate it as a question about the cointegrating space, which is identified.

First note that the interest rate in US has some very strange behaviour around 1980 which has resulted in an ARCH(2) which is far too big. Somehow the US interest rate is not well modelled by the chosen set of data, and it is tempting to check if some of the variables can be assumed weakly

Table 7.7 The Estimates of $\alpha$ and $\beta$ For the Australian Data When $R=2$ and $I^{\text {us }}$ and Pus Are Weakly Exogenous

|  | $\hat{\boldsymbol{\beta}}_{1}$ | $\hat{\boldsymbol{\beta}}_{2}$ | $\hat{\alpha}_{1}$ | $\hat{\alpha}_{2}$ |
| :--- | :--- | :--- | :--- | :--- |
| $p^{\text {au }}$ | 1.000 | 1.000 | -0.027 | -0.005 |
| $p^{\text {us }}$ | -0.776 | -1.055 | 0.000 | -0.000 |
| exch | 0.399 | -0.968 | -0.036 | 0.153 |
| $\dot{t}^{\text {u }}$ | -14.444 | 4.296 | 0.022 | -0.004 |
| $i^{\text {ls }}$ | 10.541 | 1.878 | 0.000 | 0.000 |

exogenous, in particular the US interest, as it is not modelled so well by the chosen information set, and $p^{\text {ns }}$ which also needs a different information set to get a relevant model. We formulate this as a hypothesis on $\alpha$, namely the hypothesis of weak exogeneity of $i^{\text {is }}$ and $p^{\text {us }}$ or in matrix formulation that rows 2 and 5 of $\alpha$ are zero, see (5.8). The likelihood ratio test for this hypothesis is 7.34 , and should be evaluated in a $\chi^{2}$ (4) corresponding to a $p$-value of 12 per cent. Thus it is not against the data to assume that $l^{\text {is }}$ and $p^{\text {ws }}$ are weakly exogenous, and we continue the analysis under this assumption. The interpretation of the weak exogeneity is that some rows of $\alpha$ are zero, but that means that the corresponding unit vectors are contained in $\alpha_{1}$, which again means that the cumulated $\varepsilon$ from these equations are common trends. Thus we find that the cumulated unexplained variation from the interest and price equation for US are two of the common trends. This question will be treated in detail in Chapter 8.

Table 7.7 gives the restricted estimates for $r=2$ and under the assumption that $i^{\text {is }}$ and $p^{\text {us }}$ are weakly exogenous.
Note how the new estimates contain the real exchange rates in the second vector, or more precisely the cointegrating space now seems to contain a vector with coefficients corresponding to the real exchange rate together with a combination of the interest rates. The first relation is quite close to the interest differential, which means that we can now formulate a hypothesis about restrictions on both the cointegrating vectors in the form (5.5).
Strictly speaking the previous cointegration analysis where $r$ was determined and the test for weak exogeneity rested on the assumption that the model actually fitted the data, that is, that even the US interest rate could be described by the model. We shall continue the analysis in the conditional model given current values of $p^{\text {us }}$ and $i^{\text {is }}$, that is, under the assumption that the corresponding rows of $\alpha$ are zero.
We can then test various hypotheses about the cointegrating vectors. First consider the hypothesis that the interest rate differential is stationary. We formulate this as the hypothesis that $(0,0,0,1,-1)$ is a cointegrating vector. The likelihood ratio test, assuming the restriction on $\alpha$, is calculated to be 11.61 which is significant in a $\chi^{2}(3)$ distribution. Theorem 7.3
contains the limit result and the degrees of freedom $s(p-r)=1(5-2)=3$.
Note that the degrees of freedom can also be found as follows. We can easily find a cointegrating relation with coefficients to the interest rates summing to zero, just by taking a suitable linear combination. This is no restriction, but the moment we require the first three coefficients to be zero as well we get genuine restrictions, that is, we get three degrees of freedom.

Another hypothesis that can be tested is that one equation contains the interest rate differential and the other the real exchange rate. This is formulated as a hypothesis on the individual cointegrating vectors see (5.5). One vector is restricted by the requirement that the coefficients to the interest rates sum to zero, and the other is restricted by requiring that the real exchange rate enters. The first restriction is given by the matrix $R_{1}^{\prime}=(0,0,0,1,1)$ and $R_{2}^{\prime}$ has two rows $(1,1,0,0,0)$ and $(1,0,1,0,0)$. Thus $\beta=\left(H_{1 \phi 1}, H_{2 \phi 2}\right)$ where

$$
H_{1}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & -1
\end{array}\right], \quad H_{2}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
-1 & 0 & 0 \\
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

In other words

$$
\left.\begin{array}{l}
\beta_{1}^{\prime}=\left(\begin{array}{lllll}
\varphi_{11}, & \varphi_{21}, & \varphi_{31}, & \varphi_{41}, & -\varphi_{41}
\end{array}\right) \\
\beta_{2}^{\prime}=\left(\begin{array}{llll}
\varphi_{12}, & -\varphi_{12}, & -\varphi_{12}, & \varphi_{22},
\end{array} \varphi_{32}\right.
\end{array}\right) .
$$

The likelihood ratio test is 0.1 which is not significant in a $\chi^{2}$ (1) distribution.

### 7.4 Exercises

## 7.1

Consider the model

$$
\begin{aligned}
& \Delta X_{1 t}=\frac{1}{2}\left(X_{1 t-1}-\beta_{1} X_{2 t-1}\right)+\varepsilon_{1 t} \\
& \Delta X_{2 t}=\frac{1}{2}\left(X_{1 t-1}-\beta_{2} X_{2 t-1}\right)+\varepsilon_{2 t}
\end{aligned}
$$

where $\varepsilon_{0} t=1, \ldots$, Tare i.i.d. $N_{2}(0, \Omega)$. Find the maximum likelihood estimator of $\beta_{1}$ and $\beta_{2}$ and derive the likelihood ratio test of the hypothesis $\beta_{1}=\beta_{2}$. Discuss the properties of the process $X$, when $\beta_{1}=\beta_{2}$, and when $\beta_{1} \neq \beta_{2}$.

## 8 Partial Systems and Hypotheses on a

This chapter contains a brief discussion of partial systems, that is, systems which are formulated as conditional models of some variables, the endogenous, given others, the exogenous. We discuss such models in the framework of the full VAR model and focus on the notion of weak exogeneity in section 8.1, and use that in section 8.2 as an example of hypothesis testing on $\alpha$. There is an interesting similarity, or duality, between the interpretation as well as the estimation procedure for $\beta$ and that of $\alpha_{\perp}$. This is explained in section 8.3.

### 8.1 Partial Systems

When choosing the information set or the variables for an econometric investigation there are often some variables of primary interest, the endogenous that we want to describe by means of others, the exogenous variables. Sometimes it is easier to model satisfactorily the conditional model of the endogenous variables given the exogenous variables, and the marginal distribution of the exogenous variables show an irregular behaviour which is difficult to model using a VAR. It is tempting in such a situation to make inference from the conditional or partial model (8.3) and leave the exogenous variables unspecified or at least modelled less carefully. Thus one would like to make inference on the cointegrating rank in the partial system, to estimate $\beta$ in the partial system and finally to test hypotheses on $\beta$.

It turns out that such an analysis can only be valid if the assumption of weak exogeneity is satisfied, see Engle et al. (1983). The reason for this is that the asymptotic distribution theory for the estimate of $\beta$ becomes very difficult, not to say impossible, without the assumption of weak exogeneity. This problem is discussed in some detail in Johansen (1992c), Boswijk (1992), and Urbain (1992). The assumption of weak exogeneity, however, is an assumption about the full system.

The problem of rank determination in partial systems is discussed in Harboe et al. (1995) where it is shown that even if weak exogeneity is assumed the deterministic term makes it difficult to determine the rank without modelling the full system. Thus in the following we work in the full system, and assume weak exogeneity and that the value of the cointegrating rank is known.

Let the process be decomposed as $X_{t}=\left(X_{1, \prime}^{\prime}, X_{2 t}^{\prime}\right)^{\prime}$ and the matrices decomposed similarly, that is,

$$
\alpha=\left[\begin{array}{l}
\alpha_{1} \\
\alpha_{2}
\end{array}\right], \Gamma_{j}=\left[\begin{array}{l}
\Gamma_{1 j} \\
\Gamma_{2 j}
\end{array}\right], \Phi=\left[\begin{array}{l}
\Phi_{1} \\
\Phi_{2}
\end{array}\right]
$$

The basic model equations can be rewritten as

$$
\begin{align*}
& \Delta X_{1 t}=\alpha_{1} \beta^{\prime} X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{1 i} \Delta X_{t-i}+\Phi_{1} D_{t}+\varepsilon_{1 t} \\
& \Delta X_{2 t}=\alpha_{2} \beta^{\prime} X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{2 i} \Delta X_{t-i}+\Phi_{2} D_{t}+\varepsilon_{2 t} \tag{8.1}
\end{align*}
$$

Here the $\varepsilon$ are i.i.d. Gaussian with mean zero and variance matrix

$$
\Omega=\left[\begin{array}{ll}
\Omega_{11} & \Omega_{12} \\
\Omega_{21} & \Omega_{22}
\end{array}\right]
$$

The conditional model for $\Delta X_{1,}$ given the past and $\Delta X_{2 t}$ is found from these equations:

$$
\begin{equation*}
\Delta X_{1 t}=\omega \Delta X_{2 t}+\left(\alpha_{1}-\omega \alpha_{2}\right) \beta^{\prime} X_{t-1}+\sum_{i=1}^{k-1} \tilde{\Gamma}_{1 i} \Delta X_{t-i}+\tilde{\Phi}_{1} D_{t}+\tilde{\varepsilon}_{1 t} \tag{8.3}
\end{equation*}
$$

where $\omega=\Omega_{12} \Omega_{22}^{-1} \tilde{\Gamma}_{1 i}=\Gamma_{l i}-\omega \Gamma_{2 i} \tilde{\Phi}_{1}=\Phi_{1}-\omega \Phi_{2}$, and $\tilde{\epsilon}_{1 t}=\tilde{\epsilon}_{1 t}-\omega \epsilon_{2 t}$ with variance $\Omega_{11.2}=\Omega_{11}-\Omega_{12} \Omega_{22}^{-1} \Omega_{21}$. It is seen that $\beta$ enters both equations (8.2) and (8.3) and there can be a considerable problem, as well as a loss of information, in the analysis of the conditional equation (8.3) without taking into account the second equation (8.2).

We formulate a simple result about a condition for when the analysis of the conditional model is efficient.
THEOREM 8.1 If $\alpha_{2}=0$, then $X_{2}$ is weakly exogenous for the parameter $\left(\beta, \alpha_{1}\right)$, and the maximum likelihood estimator of $\beta$ and $\alpha_{1}$ can be calculated from the conditional model.

Proof Under the assumption that $\alpha_{2}=0$, equations (8.2) and (8.3) become

$$
\begin{gather*}
\Delta X_{2 t}=\sum_{i=1}^{k-1} \Gamma_{2 i} \Delta X_{t-i}+\Phi_{2} D_{t}+\varepsilon_{2 t} \\
\Delta X_{1 t}=\omega \Delta X_{2 t}+\alpha_{1} \beta^{\prime} X_{t-1}+\sum_{i=1}^{k-1} \tilde{\Gamma}_{1 i} \Delta X_{t-i}+\tilde{\Phi}_{1} D_{t}+\tilde{\varepsilon}_{1 t} \tag{8.4}
\end{gather*}
$$

It is seen that the parameters in the marginal model (8.4) are

$$
\theta_{m}=\left(\Gamma_{21}, \ldots, \Gamma_{2 k-1}, \Phi_{2}, \Omega_{22}\right),
$$

and the parameters in the conditional model (8.5) are

$$
\theta_{c}=\left(\alpha_{1}, \beta, \tilde{\Gamma}_{11}, \ldots, \tilde{\Gamma}_{1 k-1}, \tilde{\Phi}_{1}, \omega, \Omega_{11.2}\right)
$$

It is clear that the parameter space with parameters

$$
\theta=\left(\alpha_{1}, \beta, \Gamma_{1}, \ldots, \Gamma_{k-1}, \Phi, \Omega\right)
$$

is decomposed into a product space of the parameters in the marginal model $\theta_{m}$ and the parameters in the conditional model $\theta_{c}$. This is seen by selecting arbitrary values for $\theta_{m}$ and $\theta_{c}$ (satisfying that $\Omega_{22}$ and $\Omega_{112}$ are positive definite) and then constructing $\theta$ which satisfies that $\Omega$ is positive definite. We have here used the fact that for the multivariate Gaussian distribution the parameter $\Omega_{22}$ is variation independent of the parameters ( $\omega, \Omega_{112}$ ), see Barndorff-Nielsen (1978). Since finally the parameters of interest, $(\alpha, \beta)$, are functions of the parameters of the conditional model we have proved that $X_{2}$ is weakly exogenous.
This shows that the likelihood function factors as

$$
\begin{aligned}
& L(\theta)=\Pi_{t=1}^{T} f\left(\Delta X_{2 t} \mid \Delta X_{t-1}, \ldots, \Delta X_{t-k+1}, \theta_{m}\right) \\
& \times \Pi_{t=1}^{T} f\left(\Delta X_{1 t} \mid \Delta X_{2 t,} X_{t-1}, \Delta X_{t-1}, \ldots, \Delta X_{t-k+1}, \theta_{c}\right),
\end{aligned}
$$

which shows that the maximum likelihood estimator $\hat{\boldsymbol{\theta}}_{c}$, and hence ( $\hat{\alpha}_{1}, \hat{\beta}$ ), can be calculated from the second factor, the partial likelihood.

Another interpretation of the hypothesis of weak exogeneity is the following: if $\alpha_{2}=0$ then $s p\left((0, I)^{\prime}\right)$ is contained in $s p\left(\alpha_{1}\right)$ which means that $\Sigma_{i=1}^{t} \varepsilon_{2 i}$ is a common trend in the sense that the errors in the equations for $X_{2 t}$ cumulate in the system and give rise to the non-stationarity. This does not mean that the process $X_{2 t}$ cannot cointegrate, in fact it can be stationary, see exercise 4.3.

If in particular $X_{1,}$ is univariate then (8.5) consists of a single equation which is an error correction model for the changes in $X_{1,}$ as explained by simultaneous values of $\Delta X_{2}$, the lags of $\Delta X_{t}$ and the error correction term $\beta^{\prime} X_{t-1}$ as well as the dummies. What the theorem states is a condition which guarantees that for inference concerning $\beta$ and $\alpha_{1}$ we only need to do a single equation analysis, which is easier since usual regression analysis will provide estimates for the parameters. It therefore becomes important to have a test for the adequacy of single equation analysis, and this is treated in the next section. See also Corollary 8.3.

### 8.2 Test of Restrictions on $\alpha$

This section discusses estimation of $\beta$ when $\alpha$ is restricted by hypotheses like (5.8) and (5.9).

### 8.2.1 The Same Restriction on All $\alpha$

Consider the hypothesis (5.8) where $\alpha$ is restricted by $H_{0}: \alpha=A \psi$ in model $H(r)$. Here $A$ is a $(p \times m)$ matrix with $m \geq r$. As a special case we get the situation considered above where $A=(I, 0)$, that is, weak exogeneity of $X_{2 t}$ for the parameters of interest $\left(\alpha_{1}, \beta\right)$. The hypothesis $H_{0}$ can be expressed in indirect form as $A_{1}^{\prime} \alpha=0$.

The concentrated likelihood function will be expressed in the form of two regression equations derived from (6.9). Recall the notation $\overline{\mathrm{A}}=A\left(A^{\prime} A\right)^{-1}$, with the property that $A^{\prime} \overline{\mathrm{A}}=I$. We then get from

$$
R_{0 t}=\alpha \beta^{\prime} R_{1 t}+\hat{\varepsilon}_{t}=A \psi \beta^{\prime} R_{1 t}+\hat{\varepsilon}_{t,}
$$

the equations

$$
\begin{gather*}
\bar{A}^{\prime} R_{0 t}=\psi \beta^{\prime} R_{1 t}+\bar{A}^{\prime} \hat{\varepsilon}_{t,}  \tag{8.6}\\
A_{\perp}^{\prime} R_{0 t}=A_{\perp}^{\prime} \hat{\varepsilon}_{t} \tag{8.7}
\end{gather*}
$$

In the following we apply the same trick as above of analysing first equation (8.7) and then equation (8.6) given (8.7). That is, we first factor out that part of the likelihood function which depends on $A_{\perp}^{\prime} R_{0}$, since it does not contain the parameters $\psi$ and $\beta$. To save notation we define $\Omega_{11}=\overline{A^{\prime}} \Omega_{\bar{A}}, \Omega_{12}=\bar{A}^{\prime} \Omega A_{\perp}, \Omega_{22}=A_{\perp}{ }^{\prime} \Omega_{\perp}, \Omega_{11.2}=\Omega_{12} \Omega_{22}^{-1} \Omega_{21}, \omega=\Omega_{12} \Omega_{22}^{-1}$ and finally

$$
S_{i j A_{\perp}}=S_{i j}-S_{i 0} A_{\perp}\left(A_{\perp}^{\prime} S_{00} A_{\perp}\right)^{-1} A_{\perp} S_{0 j,} i, j=0,1
$$

We then get the two equations

$$
\begin{equation*}
\bar{A}^{\prime} R_{0 t}=\psi \beta^{\prime} R_{1 t}+\omega A_{\perp}^{\prime} R_{0 t}+\bar{A}^{\prime} \hat{\varepsilon}_{t}-\omega A_{\perp}^{\prime} \hat{\varepsilon}_{t} \tag{8.8}
\end{equation*}
$$

$$
\begin{equation*}
A_{\perp}^{\prime} R_{0 t}=A_{\perp}^{\prime} \hat{\varepsilon}_{t} \tag{8.9}
\end{equation*}
$$

which have independent error terms. Note that the properties of the multivariate Gaussian distribution imply that $\left(\psi, \beta, \omega, \Omega_{122}\right)$, the parameters of (8.8), are variation independent of the parameters from (8.9) given by $\Omega_{22}$. Thus the two equations can be analysed separately. Strictly speaking these calculations should be performed in equation (6.2) before correcting for the variable $Z_{22}$. That is, first one should derive the conditional and marginal models and then eliminate the regression parameters $\Psi$. The result is the same, however. We next find the two factors corresponding to the marginal and the conditional distribution.

The factor of the likelihood function corresponding to the marginal distribution of $A^{\prime} \mathrm{R}_{0,}$ in (8.9) is given by

$$
\left|A_{\perp}^{\prime} A_{\perp}\right|^{\frac{1}{2} T}\left|\Omega_{22}\right|^{-\frac{1}{2} T} \exp \left\{-\frac{1}{2} \sum_{t=1}^{T}\left(A_{\perp}^{\prime} R_{0 t}\right)^{\prime} \Omega_{22}^{-1}\left(A_{\perp}^{\prime} R_{0 t}\right)\right\}
$$

which gives the estimate

$$
\begin{equation*}
\hat{\Omega}_{22}=A_{\perp} S_{00} A_{\perp} \tag{8.11}
\end{equation*}
$$

and the maximized likelihood function from the marginal distribution

$$
\begin{equation*}
L_{\max }^{-2 / T}=\left|A_{\perp}{ }^{\prime} S_{00} A_{\perp}\right| /\left|A_{\perp}^{\prime} A_{\perp}\right| . \tag{8.12}
\end{equation*}
$$

The other factor of the likelihood function corresponds to the conditional distribution of $\overline{\mathrm{A}}{ }^{\prime} \mathrm{R}_{0 \prime}$ conditional on $A_{\perp}{ }^{\prime} \mathrm{R}_{0 \prime}$ and $R_{1}$, and is given by

$$
\begin{align*}
& \left|\overline{A^{\prime}}-\bar{A}\right| \frac{1}{2} T\left|\Omega_{11.2}\right|-\frac{1}{2} T \exp \left\{-\frac{1}{2} \sum_{t=1}^{T}\left(\bar{A}^{\prime} R_{0 t}-\psi \beta^{\prime} R_{1 t}-\omega A_{\perp}^{\prime} R_{0 t}\right)^{\prime}\right. \\
& \left.\quad \times \Omega_{11.2}^{-1}\left(\overline{A^{\prime}} R_{0 t}-\psi \beta^{\prime} R_{1 t}-\omega A_{\perp}^{\prime} R_{0 t}\right)\right\} \tag{8.13}
\end{align*}
$$

The analysis of (8.13) or (8.8) is seen to be performed by reduced rank regression of $\bar{A}^{\prime} R_{00}$ on $R_{1 /}$ corrected for $A_{\perp}^{\prime} R_{0,}$. Hence the estimator of $\omega=\Omega_{12} \Omega_{22}^{-1}$ is found by regression for fixed $\psi$ and $\beta$ giving

$$
\begin{equation*}
\hat{\omega}(\psi, \beta)=\left(\bar{A}^{\prime} S_{00}-\psi \beta^{\prime} S_{10}\right) A_{\perp}\left(A_{\perp}^{\prime} S_{00} A_{\perp}\right)^{-1} \tag{8.14}
\end{equation*}
$$

and new residuals defined by

$$
\begin{aligned}
& \tilde{R}_{0 t}=R_{0 t}-S_{00} A_{\perp}\left(A_{\perp}^{\prime} S_{00} A_{\perp}\right)^{-1} A_{\perp}^{\prime} R_{0 t} \\
& \tilde{R}_{1 t}=R_{1 t}-S_{10} A_{\perp}\left(A_{\perp}^{\prime} S_{00} A_{\perp}\right)^{-1} A_{\perp}^{\prime} R_{0 t}
\end{aligned}
$$

In terms of $\tilde{R}_{0 t}$ and $\tilde{R}_{1 t}$ the concentrated likelihood function has the form (6.8) which means that estimation of $\beta$ follows as before by reduced rank regression. It is convenient to calculate the relevant product moment matrices as

$$
S_{i j, A_{\perp}}=T^{-1} \sum_{t=1}^{T} \tilde{R}_{i t} \tilde{R}_{j t^{\prime}, i, j}=0,1
$$

The results are formulated in Theorem 8.2, where we also state the asymptotic distribution of the test statistic.

THEOREM 8.2 Under hypothesis $H_{0}: \alpha=A \psi$, the maximum likelihood estimator of $\beta$ is found as follows: first solve the equation

$$
\begin{equation*}
\left|\tilde{\lambda} S_{11 . A_{\perp}}-S_{10 A_{\perp}} \bar{A}\left(\overline{A^{\prime}} S_{00 A_{\perp}} \bar{A}\right)^{-1} \overline{A^{\prime}} S_{01 . A_{\perp}}\right|=0 \tag{8.15}
\end{equation*}
$$

for $1>\tilde{\lambda}_{1}>\ldots>\tilde{\lambda}_{m}>\tilde{\lambda}_{m+1}=\ldots=\tilde{\lambda}_{p}=0$ and $\tilde{V}=\left(\tilde{u}_{1}, \ldots, \tilde{u}_{p}\right)$ normalized by $\tilde{V}^{\prime} S_{11, A_{1}} \tilde{V}=I$.
The estimator of the cointegrating relations is

$$
\begin{equation*}
\tilde{\beta}=\left(\tilde{v}_{1}, \ldots, \tilde{v}_{r}\right) \tag{8.16}
\end{equation*}
$$

The estimators of the other parameters can be found by regression from (8.8) and (8.9) for $\beta=\tilde{\beta}$. The maximized likelihood function is

$$
\begin{align*}
L_{\max }^{-2 / T}\left(H_{0}\right) & =\left|A_{\perp}^{\prime} A_{\perp}\right|-1\left|-\overline{A^{\prime}} \bar{A}^{-1}\right| A_{\perp}^{\prime} S_{00} A_{\perp}\left|\overline{A^{\prime}} S_{00, A \perp} \bar{A}\right| \prod_{i=1}^{r}\left(1-\tilde{\lambda}_{i}\right) \\
& =\left|S_{00}\right| \prod_{i=1}^{r}\left(1-\tilde{\lambda}_{i}\right) . \tag{8.17}
\end{align*}
$$

The likeelihood ratio test statistic of $H_{0}$ in $H(r)$ is

$$
-2 \log \left(Q\left(H_{0} \mid H(r)\right)=T \sum_{i=1}^{r} \log \left\{\left(1-\tilde{\lambda}_{i}\right) /\left(1-\hat{\lambda}_{i}\right)\right\}\right.
$$

which is asymptotically distributed as $\chi^{2} w i t h ~ r(p-m)$ degrees of freedom.
Notice that equation (8.9) does not contain cointegrating terms, such that inference on $\beta$ can be conducted from equation (8.8) given (8.9), as explained in Chapter 7. If further $m=r$ then the restriction $\alpha=A \psi$ corresponds to choosing $s p(\alpha)=s p(A)$, that is, the space of the adjustment coefficients is known. The degrees of freedom are found from Lemma 7.1, since evidently $\Pi=A \psi \beta^{\prime}$ or rather $\psi \beta^{\prime}$ contains $m p-(m-r)(p-r)$ parameters, which compared to $p^{2}-(p-r)^{2}$ gives $r(p-m)$ degrees of freedom.

COROLLARY 8.3 If $m=r$, that is, the adjustment coefficients are known up to normalization, then the maximum likelihood estimate of $\beta$ is found as the coefficients of $X_{t-1}$ in the regression of $\overline{\mathrm{A}} \Delta X_{o n} X_{t-1}, A_{+}^{\prime} \Delta X_{t}, \Delta X_{t-1}, \ldots, \Delta X_{t-k+1}$ and $D_{\text {e }}$.

Proof The estimator for $\beta$ is found from (8.8). If $m=r$ we absorb the $r \times r$ matrix $\psi$ into $\beta$ and it is seen that the coefficients $\beta$ can be found by regressing $\bar{A}^{\prime} \mathrm{R}_{0 ;}$ on $R_{1 /}$ corrected for $A_{1}^{\prime} \mathrm{R}_{0,}$. Thus in particular if $\alpha$ is proportional to $(1,0, \ldots, 0)$ and $r=1$ then ordinary least squares analysis of the first equation will give the maximum likelihood estimator of the cointegrating vector.

### 8.2.2 Some Adjustment Coefficients Assumed Known

Next we consider the situation where the restrictions on $\alpha$ are given by $\alpha=(a, \tau)$, where $a(p \times s)$ is known $s \leq r$ and the remaining vectors $\tau$ are to be estimated. It is not so easy to give an interpretation of this model as it stands but $s p(a) \subset s p(\alpha)$ is equivalent to $s p\left(a_{\perp}\right) \supset s p\left(\alpha_{\perp}\right)$, that is, $\alpha_{\perp}=a_{\perp} \xi$ for some matrix $\xi$. Thus these hypotheses are concerned with testing the same restriction on all common trends. Again we only need to consider vectors $\tau$ in $s p\left(a_{\downarrow}\right)$, and define $\tau=a_{\psi} \psi$.

We concentrate the likelihood function, see (6.8), and obtain the equation

$$
R_{0 t}=a \beta_{1}^{\prime} R_{1 t}+a_{\perp} \psi \beta_{2}^{\prime} R_{1 t}+\hat{\varepsilon}_{t,}
$$

where $\beta=\left(\beta_{1}, \beta_{2}\right)$. Now multiply by $\bar{a}^{\prime}$ and $\bar{a}_{\perp}^{\prime}$ to obtain

$$
\begin{gather*}
\bar{a}^{\prime} R_{0 t}=\beta_{1}^{\prime} R_{1 t}+\bar{a}^{\prime} \hat{\varepsilon}_{t,} \\
\bar{a}_{\perp}^{\prime} R_{0 t}=\psi \beta_{2}^{\prime} R_{1 t}+\bar{a}_{\perp}^{\prime} \hat{\varepsilon}_{t} . \tag{8.18}
\end{gather*}
$$

The conditional equation for $\bar{a}{ }^{\prime} R_{0,}$ given $\bar{a}_{\perp}{ }_{0} R_{0,}$ and the past is given by

$$
\begin{equation*}
\bar{a}^{\prime} R_{0 t}=\left(\beta_{1}^{\prime}-\omega \psi \beta_{2}^{\prime}\right) R_{1 t}+\omega \bar{a}_{\perp}^{\prime} R_{0 t}+\bar{a}^{\prime} \hat{\varepsilon}_{t}-\omega \bar{a}_{\perp}^{\prime} \hat{\varepsilon}_{t} . \tag{8.20}
\end{equation*}
$$

where $\omega=\Omega_{a a_{a A_{\perp}}} \Omega_{\text {, }}^{1}$, such that the errors are independent in (8.19) and (8.20). Moreover the parameters ( $\beta_{1}-\beta_{2} \psi^{\prime} \omega^{\prime}, \omega, \Omega_{a a . a_{\perp}}$ ) from (8.20) are variation independent of the parameters ( $\psi, \beta_{2}, \Omega_{a_{\perp} a_{\perp}}$ ) from (8.19). Hence the marginal distribution (8.19) gives rise to estimation of the parameters $\psi$ and $\beta_{2}$ by a reduced rank regression. We find the regression estimate for $\psi$, see (8.19),

$$
\hat{\psi}\left(\beta_{2}\right)=\bar{a}_{\perp}^{\prime} S_{01} \beta_{2}\left(\beta_{2}^{\prime} S_{11} \beta_{2}\right)^{-1}
$$

and then $\hat{\beta}_{2}(p \times(r-s))$ solves the eigenvalue problem

$$
\left|\lambda S_{11}-S_{10} \bar{a}_{\perp}\left(\bar{a}_{\perp}^{\prime} S_{00} \bar{a}_{\perp}\right)^{-1} \bar{a}_{\perp}^{\prime} S_{01}\right|=0
$$

Finally (8.20) gives a solution for $\beta_{1}$ by regressing ${ }^{-1} R_{0,}$ on $R_{1,}$ and $\bar{a}_{\perp}^{\prime} R_{0 r}$. We formulate the results in a theorem.
THEOREM 8.4 Under hypothesis $H_{0}: \alpha=\left(a, a_{\perp} \psi\right)$ the estimate of $\beta$ is found as the eigenvectors corresponding to the largest $r-s$ solutions of the equations

$$
\left|\tilde{\lambda} S_{11}-S_{10} \bar{a}_{\perp}\left(\bar{a}_{\perp}^{\prime} S_{00} \bar{a}_{\perp}\right)^{-1} \bar{a}_{\perp}^{\prime} S_{01}\right|=0
$$

The remaining parameters are found by regression from equation (8.19) and (8.20). The asymptotic distribution of the likelihood ratio test is $\chi^{2}$ with $s(p-r)$ degrees of freedom.

### 8.3 The Duality between $\hat{\beta}_{\hat{\beta}}$ and $\hat{\alpha}_{\perp}$

The two hypotheses considered above are both solved by an eigenvalue problem. The restriction $s p(\mathrm{a}) \subset s p(A)$ gives rise to conditioning on $A_{\perp}{ }^{\prime} \mathrm{R}_{0}$, whereas the assumption that $s p(\alpha)$ contains $s p(a)$ implies that one should transform by $\bar{a}_{\perp}{ }^{\prime} \mathrm{R}_{0}$. This is the opposite of the corresponding result for $\beta$, see section 7.2 , and we add some remarks to explain this, thereby gaining some insight into the estimation procedure considered in (8.19) and (8.20).
The duality in the estimation of $\alpha_{\perp}$ and $\beta$ is really a consequence of Lemma A. 9 but we formulate it as a theorem:
THEOREM 8.5 The estimator of the unrestricted $\beta$ is found as the eigenvectors corresponding to the largest reigenvalues of the problem

$$
\left|\lambda S_{11}-S_{10} S_{00}^{-1} S_{01}\right|=0
$$

and the estimator of the unrestricted $\alpha_{1}$ is found as the eigenvectors corresponding to the $p-r$ smallest eigenvalues of the problem

$$
\left|\lambda S_{00}-S_{01} S_{11}^{-1} S_{10}\right|=0 .
$$

Proof The statement about $\beta$ is contained in Theorem 6.2. The dual problem, see Lemma A.9, is

$$
\left|\lambda S_{00}-S_{01} S_{11}^{-1} S_{10}\right|=0
$$

which has the same eigenvalues but eigenvectors $\hat{W}$ which can be chosen as $\hat{w}_{i}==_{i}^{-\frac{1}{2}} S_{00}^{-1} S_{01} \hat{v}_{i, i}=1, \ldots, p$. But for ${ }_{i}=1, \ldots, r, \hat{\alpha}_{i}=S_{01} \hat{\beta}_{i}=S_{01} v_{i}$, such that $\hat{w}_{i}==_{i}^{-\frac{1}{2}} S_{00}^{-1} \hat{\alpha}_{i}$, and

$$
\hat{\alpha}=S_{00}\left(\hat{w}_{1} \hat{\lambda}_{1}^{\frac{1}{2}}, \ldots, \hat{w}_{r} \hat{\lambda}_{r}^{\frac{1}{2}}\right) .
$$

Note that the vectors $\left(\hat{w}_{r+1}, \ldots, \hat{w}_{p}\right)$ are orthogonal to $\hat{\mathrm{a}}$, since

$$
\hat{w}_{j}^{\prime} \hat{\alpha}_{i}=\hat{w}_{j}^{\prime} S_{00} \hat{w}_{i} \hat{\lambda}_{i}^{\frac{1}{2}}=0, i=1, \ldots, r \text { and } j=r+1, \ldots, p,
$$

by the normalization of $\hat{\mathrm{W}}$. Thus $\hat{\alpha}_{\perp}$ is directly estimated by $\left(\hat{\mathrm{w}}_{\mathrm{p}+1}, \ldots, \hat{\mathrm{w}}_{\perp}\right)$.
With this formulation one can see that the analysis of the hypothesis

$$
s p(b) \subset s p(\beta) \subset s p(H)
$$

which consists in conditioning on $b^{\prime} R_{1 /}$ and transforming by $H^{\prime} R_{1}$, is mathematically the same as the analysis of the hypothesis

$$
s p(a) \subset s p(\alpha) \subset s p(A)
$$

since this can be formulated as

$$
s p\left(A_{\perp}\right) \subset s p\left(\alpha_{\perp}\right) \subset s p\left(a_{\perp}\right)
$$

Now $\hat{\boldsymbol{\alpha}}_{\perp}$ is found as the solution to an eigenvalue problem just as $\hat{\boldsymbol{\beta}}$, hence in this dual problem one conditions on $A_{\perp}^{\prime}$ $R_{0,}$ and transforms by $\bar{a}_{\perp}^{\prime} R_{0}$ and hence solve

$$
\left|\lambda \bar{a}_{\perp}^{\prime}\left(S_{00 . A_{\perp}}-S_{01 A_{\perp}} S_{11 A_{\perp}}^{-1} S_{10 . A_{\perp}}\right) \bar{a}_{\perp}^{\prime}\right|=0
$$

which again shows that $\hat{\beta}$ should be found as eigenvectors of the dual problem

$$
\left|\lambda S_{11 . A_{\perp}}-S_{10 . A_{\perp}} \bar{a}_{\perp}\left(\bar{a}_{\perp}^{\prime} S_{00 . A_{\perp}} \bar{a}_{\perp}\right)^{-1} \bar{a}_{\perp}^{\prime} S_{01 . A_{\perp}}\right|=0 .
$$

One can interpret $\beta$ as determining the variables that are cointegrating whereas $\alpha_{\perp}$ determine the coefficients of the common trends. Thus the two concepts of cointegration and common trends that have been created as economic concepts, and defined precisely in the VAR model, are estimated in this dual manner, see also Gonzalo and Granger (1995).

It is now clear how in principle one should analyse the rather complicated model where both restrictions on $\alpha$ and $\beta$ are imposed.
One conditions the levels on the known cointegrating relations $\left(b^{\prime} R_{11}\right)$ and conditions on the equations which are known to contain no cointegrating relations, i.e. $A_{\perp}^{\prime} R_{0}$. Similarly one transforms the levels to the linear combinations which are postulated as the only possible cointegrating relations ( $H^{\prime} R_{\mathrm{t}}$ ) and restricts attention to the equations that contain the cointegrating relation, i.e. transforms to $\bar{a}_{\perp}^{\prime} R_{0,}$.
Finally one can get a different formulation by calculating the likelihood function concentrated to be a function of $\alpha$ alone. We go back to (6.9) and derive the two equations

$$
\begin{gather*}
\bar{\alpha}^{\prime} R_{0 t}=\beta^{\prime} R_{1 t}+\alpha^{\prime} \hat{\varepsilon}_{t}, \\
\alpha_{\perp}^{\prime} R_{0 t}=\alpha_{\perp}^{\prime} \hat{\varepsilon}_{t,} \tag{8.21}
\end{gather*}
$$

and then condition (8.21) on (8.22) and get

$$
\begin{equation*}
\bar{\alpha}^{\prime} R_{0 t}=\beta^{\prime} R_{1 t}+\omega \alpha_{\perp}^{\prime} R_{0 t}+\bar{\alpha}^{\prime} \hat{\varepsilon}_{t}-\omega \alpha_{\perp}^{\prime} \hat{\varepsilon}_{t} \tag{8.23}
\end{equation*}
$$

for $\omega=\Omega_{\alpha_{\perp}} \Omega_{\alpha_{\perp} \alpha_{\perp}}^{-1}$.
For fixed $\alpha$ the analysis of (8.22) and (8.23) is performed by regression leading to two contributions to the likelihood function. Equation (8.22) gives the contribution

$$
L_{\max }^{-2 / T}(\alpha)=\left|\alpha_{\perp}{ }^{\prime} S_{00} \alpha_{\perp}\right| /\left|\alpha_{\perp}^{\prime} \alpha_{\perp}\right|
$$

and equation (8.23) leads to a regression of $\overline{\alpha^{\prime}} \mathrm{R}_{0,}$ on $\mathrm{R}_{1,}$ and $\alpha_{1}^{\prime} \mathrm{R}_{0,}$, which gives the contribution

$$
L_{\max }^{-2 / T}(\alpha)=\left|\bar{\alpha}^{\prime} S_{00 . \alpha_{\perp}} \bar{\alpha}-\bar{\alpha}^{\prime} S_{01 . \alpha_{\perp}} S_{11 . \alpha_{\perp}}^{-1} S_{10 . \alpha_{\perp}} \bar{\alpha}\right| /\left|\overline{\alpha^{\prime}} \bar{\alpha}\right|,
$$

and $\beta$ is, for fixed $\alpha$, given by the regression estimate

$$
\hat{\beta}(\alpha)=S_{11 . \alpha_{\perp}}^{-1} S_{10 . \alpha_{\perp}} \bar{\alpha}
$$

The maximized likelihood function is found from

$$
L_{\max }^{-2 / T}(\alpha)=\left|S_{\alpha_{\perp} \alpha_{\perp}}\right|\left|S_{\alpha \alpha .1, \alpha_{\perp}}\right| /\left|\overline{\alpha^{\prime}} \bar{\alpha} \alpha_{\perp}^{\prime} \alpha_{\perp}\right|
$$

From the identity

$$
\left[\begin{array}{cc}
\left(\bar{\alpha}, \alpha_{\perp}\right)^{\prime} & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
S_{00} & S_{01} \\
S_{10} & S_{11}
\end{array}\right]\left[\begin{array}{cc}
\left(\bar{\alpha}, \alpha_{\perp}\right) & 0 \\
0 & I
\end{array}\right]=\left[\begin{array}{ccc}
S_{\alpha \alpha} & S_{\alpha_{\perp}} & S_{\alpha 1} \\
S_{\alpha_{\perp} \alpha} & S_{\alpha_{\perp} \alpha_{\perp}} & S_{\alpha_{\perp} 1} \\
S_{1 \alpha} & S_{1 \alpha_{\perp}} & S_{11}
\end{array}\right]
$$

it follows that

$$
L_{\max }^{-2 / T}(\alpha)=\left|S_{00.1}\right|\left|\alpha_{\perp}^{\prime} S_{00} \alpha_{\perp}\right| /\left|\alpha_{\perp}^{\prime}\left(S_{00}-S_{01} S_{11}^{-1} S_{10}\right) \alpha_{\perp}\right|
$$

Hence

$$
L_{\max }^{-2 / T}(\alpha)=\left|S_{00.1}\right|\left|\alpha_{\perp}{ }^{\prime} S_{00} \alpha_{\perp}\right| /\left|\alpha_{\perp}^{\prime}\left(S_{00}-S_{01} S_{11}^{-1} S_{10}\right) \alpha_{\perp}\right|
$$

Thus $L$ is maximized by maximizing

$$
\left|\alpha_{\perp}^{\prime}\left(S_{00}-S_{01} S_{11}^{-1} S_{10}\right) \alpha_{\perp}\right| /\left|\alpha_{\perp}^{\prime} S_{00} \alpha_{\perp}\right|
$$

i.e. by choosing $\alpha_{\perp}$ to be the eigenvectors corresponding to the $p-r$ smallest eigenvalues of

$$
\left|\lambda S_{00}-S_{01} S_{11}^{-1} S_{10}\right|=0
$$

This explains explicitly why $\hat{\alpha_{\perp}}$ is found as the solution to an eigenvalue problem.

### 8.4 Exercises

## 8.1

Consider the model

$$
\begin{aligned}
& \Delta X_{1 t}=\alpha_{1}\left(X_{1 t-1}-X_{2 t-1}\right)+\varepsilon_{1 t,} \\
& \Delta X_{2 t}=\alpha_{2}\left(X_{1 t-1}-X_{2 t-1}\right)+\varepsilon_{2 t}
\end{aligned}
$$

where $\epsilon_{0} t=1, \ldots, T$ are i.i.d. $N_{2}(0, \Omega)$. Find the maximum likelihood estimator of $\alpha_{1}$ and $\alpha_{2}$ and derive the likelihood ratio test of the hypothesis $\alpha_{1}=\alpha_{2}$. Discuss the properties of the process $X$, when $\alpha_{1}=\alpha_{2}$, and when $\alpha_{1} \neq \alpha_{2}$.

## 9 The I(2) Model and a Test for I(2)

We consider again equation (4.1) with deterministic term $D$,

$$
\begin{equation*}
\Delta X_{t}=\Pi X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\Phi D_{t}+\epsilon_{t} \tag{9.1}
\end{equation*}
$$

The $I(2)$ model is defined by two reduced rank conditions, see (4.4) and (4.5), and it is therefore convenient to reparametrize the model such that the matrices involved in the reduced rank conditions are displayed directly. We rewrite (9.1) as

$$
\begin{equation*}
\Delta^{2} X_{t}=\Pi X_{t-1}-\Gamma \Delta X_{t-1}+\sum_{i=1}^{k-2} \Psi_{i} \Delta^{2} X_{t-i}+\Phi D_{t}+\epsilon_{t} \tag{9.2}
\end{equation*}
$$

where $\Gamma=I-\sum_{i=1}^{k-1} \Gamma_{i}$, as before and $\Psi_{i}=-\sum_{j=i+1}^{k-1} \Gamma_{i, i}=1, \ldots, k-2$.
In this chapter we define in section 9.1 the $I(2)$ model as a submodel of the general VAR and discuss various modifications of the model by restricting the deterministic terms. In section 9.2 we derive a misspecification test for the presence of $I(2)$ components, in order to check the validity of the $I(1)$ model and in section 9.3 we analyse the Australian data in order to see if the data indicates the presence of an $I(2)$ component.

The statistical theory of the $I(2)$ model is much less developed than the theory for the $I(1)$ model, and we do not attempt to give a genuine statistical analysis of the $I(2)$ model here. The discussion given is only sufficient for an introduction to the problems. We refer to Johansen (1992c, d) for illustrative examples and to Juselius (1992), (1995) for applications of the $I(2)$ analysis.

### 9.1 A Statistical Model for I(2)

The $I(2)$ model $H_{5,}$ is defined as the submodel of the VAR (9.2). We shall not analyse the model in detail, since the theory is quite involved. Instead we shall give a simple two step procedure for estimating the model and deriving test statistics for the presence of $I(2)$ components in the data.

DEFINITION 9.1 For $s=0,1, \ldots, p-r, r=0,1, \ldots, p-1$ the $I(2)$ models $H_{n}$ are defined as submodels of the VAR by the two reduced rank. conditions

$$
\begin{equation*}
\Pi=\alpha \beta \tag{9.3}
\end{equation*}
$$

where $\alpha$ and $\beta$ are $p \times r$ matrices of full rank. with $r<p$, and

$$
\begin{equation*}
\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}=\xi \eta^{\prime} \tag{9.4}
\end{equation*}
$$

where $\xi$ and $\eta$ are $(p-r) \times s$ matrices, with $s \leq p-r$.
Thus the model is defined by two reduced rank conditions but the remaining parameters vary freely, that is, the parameter space is described by the parameters

$$
\left(\alpha, \beta, \Psi_{1}, \ldots, \Psi_{k-2}, \Phi, \Omega\right)
$$

where the only restriction is (9.4). It is convenient to have a notation for the submodels $H_{r}^{0}$ of $H(r)$ defined by $\alpha$ and $\beta$ having full rank $r$. Similarly we define $H_{r, s}^{0}$ as the submodel of $H_{r,}$, where also $\xi$ and $\eta$ have full rank. In Table 9.1 it is shown how the $I(1)$ and $I(2)$ models are nested.
Many other models can be defined by specializing the variable $D_{r}$. In particular if $\Phi D_{t}=\mu$, it is seen from (4.28) that $\mu$ gives rise to a quadratic trend with a coefficient $\frac{1}{2} C_{2} \mu$. Thus a submodel of $H_{5,}$, can be defined by the restriction $\alpha_{2}^{\prime} \mu=$ 0 , which corresponds to assuming that there is no quadratic trend in the process. Similarly a further submodel is obtained by assuming that $\alpha_{1}^{\prime} \mu=0$ too. We shall use the notation $H_{t, s} *$ for the submodel of $H_{5, s}$ with $\Phi D_{t}=\mu$ and $\alpha_{2}^{\prime} \mu$ $=0$, such that no quadratic trend is present. The likelihood analysis of these models is given in Johansen (1995a, 1996) and Paruolo (1995b, 1996). The likelihood analysis is not easy in the sense that there are no simple algorithms for the calculation of the maximum likelihood estimator, and we do not have any information about uniqueness and existence, see, however, Johansen (1996) for an algorithm. The asymptotic distributions are derived in the above references and they are more complicated than those that are valid for the $I(1)$ analysis.

The next section contains a simple analysis of the likelihood function that leads to manageable calculations consisting of repeated applications or reduced rank regression and a test for the presence of $I(2)$ components, that can be analysed using the tables given in Chapter 15.
Table 9.1 The Relation Between the $I(2)$ Models and the $I(1)$ Models for $\mathrm{P}=3$

| $r$ | The I(2) models |  |  |  |  |  | The I(1) models |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $\mathrm{H}_{0,0}$ | $\bigcirc$ | $\mathrm{H}_{0,1}$ | C | $\mathrm{H}_{0,2}$ | C | $\mathrm{H}_{0,3}$ | $=$ | $H_{0}^{0}$ | C | H(0) |
| 1 |  |  | $\mathrm{H}_{1,0}$ | C | $\mathrm{H}_{1,1}$ | C | $\mathrm{H}_{1,2}$ | $=$ | $H_{1}^{0}$ | C | H(1) |
| 2 |  |  |  |  | $\mathrm{H}_{2,}$ | C | $\mathrm{H}_{2,1}$ | $=$ | $\mathrm{H}_{2}$ | C | H(2) |

### 9.2 A Misspecification Test for the Presence of $I(2)$

In (9.2) only $\Pi$ and $\Gamma$ enter the reduced rank conditions and the remaining parameters $\Psi=\left(\Psi_{1}, \ldots, \Psi_{k-2}, \Phi\right)$ are unrestricted. It is therefore convenient to introduce the short-hand notation

$$
Z_{t}^{\prime}=\left(\Delta^{2} X_{t-1}^{\prime}, \ldots, \Delta^{2} X_{t-k+2,}^{\prime}, D_{t}^{\prime}\right),
$$

such that the equations are written as

$$
\begin{equation*}
\Delta^{2} X_{t}=\Pi X_{t-1}-\Gamma \Delta X_{t-1}+\Psi_{Z_{t}}+\epsilon_{t} \tag{9.5}
\end{equation*}
$$

Let us now assume that we have performed an $I(1)$ analysis which in view of (9.5) is a reduced rank analysis of $\Delta^{2} X$, on $X_{t-1}$ corrected for lagged differences and second differences and the dummies as collected in $Z_{r}$. We want to guard ourselves against the presence of $I(2)$ components which will invalidate the conclusions from the $I(1)$ analysis.

Before performing the $I(1)$ analysis we have calculated the roots of the characteristic polynomial, and noted that some of them are close to $z=1$. We can also calculate the roots using the coefficients estimated under the $I(1)$ model, that is, after having imposed $p-r$ unit roots. It may turn out that there are still roots close to $z=1$. This can now have two explanations, the first is that we have not imposed enough unit roots and have determined the rank incorrectly. The rank determination tests should have taken care of this possibility. The other possibility is that there are $I(2)$ components in the system, since we know, see Corollary 4.5 , that for an $I(1)$ process the number of unit roots plus the cointegrating rank should be the dimension.
Since it is difficult to assess the uncertainty of the roots of the characteristic polynomial we propose here a test derived from the likelihood function.

The test is based upon an analysis of the $I(2)$ model as defined in section 9.1, in particular the reduced rank condition (9.4) under the assumption that ( $\alpha, \beta, r$ ) are known.

If $(\alpha, \beta, r)$ are known we can reformulate model (9.5) by multiplying by $\left(\bar{\alpha}, \alpha_{\perp}\right)^{\prime}$ and we find the equations

$$
\begin{align*}
& \alpha^{\prime} \Delta^{2} X_{t}=-\alpha_{\perp}^{\prime} \Gamma \Delta X_{t-1}+\alpha_{\perp}^{\prime} \Psi_{Z_{t}}+\alpha^{\prime}{ }_{\perp} \epsilon_{t}  \tag{9.6}\\
& \overline{\alpha^{\prime} \Delta^{2} X_{t}}=\beta^{\prime} X_{t-1}-\overline{\alpha^{\prime}} \Gamma \Delta X_{t-1}+\overline{\alpha^{\prime}} \Psi_{Z_{t}}+\bar{\alpha}^{\prime} \in \epsilon_{t .} \tag{9.7}
\end{align*}
$$

Next define $\Omega_{\alpha \alpha}=\overline{\alpha^{\prime}} \Omega_{\alpha}, \Omega_{\alpha \alpha_{\perp}}=\overline{\alpha^{\prime}} \Omega_{\perp}, \Omega_{\alpha_{\perp} \alpha_{\perp}}=\alpha_{\perp}^{\prime} \Omega \alpha_{\perp}, \Omega_{\alpha a \cdot \alpha_{\perp}}=\Omega_{\alpha \alpha}-\Omega_{\alpha \alpha_{\perp}} \Omega_{\alpha_{\perp} \alpha_{\perp}}^{-1} \Omega_{\alpha_{\perp}}$, and $\omega=\Omega_{\alpha \alpha_{\perp}} \Omega_{\alpha_{\perp} \alpha_{\perp}}^{-1}$ and subtract $\omega$ times (9.6) from (9.7) to obtain

$$
\begin{aligned}
\bar{\alpha}^{\prime} \Delta^{2} X_{t} & =\omega \alpha_{\perp}^{\prime} \Delta^{2} X_{t}+\beta^{\prime} X_{t-1}-\left(\overline{\alpha^{\prime}}-\omega \alpha_{\perp}^{\prime}\right) \Gamma \Delta X_{t-1} \\
& +\left(\overline{\alpha^{\prime}}-\omega \alpha_{\perp}^{\prime}\right) \Psi_{t}+\left(\overline{\alpha^{\prime}}-\omega \alpha_{\perp}^{\prime}\right) \in_{t}
\end{aligned}
$$

The equations (9.6) and (9.2) have independent error terms and parameters ( $\alpha_{\perp}^{\prime} \Gamma, \alpha_{\perp}^{\prime} \Psi, \Omega_{\alpha_{1} \alpha_{1}}$ ) and ( $\left.\omega, \overline{\left(\alpha^{\prime}\right.}-\omega \alpha_{\perp}\right) \Gamma$, $\left.\left(\overline{\alpha^{\prime}}-\omega \alpha_{1}^{\prime}\right) \Psi, \Omega_{\alpha x \alpha x}\right)$ respectively, and it is seen that the two sets of parameters are variation free, in the sense that for any value of the respective sets of parameters one can reconstruct the original parameters $\left(\Gamma, \Psi_{1}, \ldots, \Psi_{k-2}, \Phi, \Omega\right)$ still for known values of $\alpha, \beta$, and $r$. Thus the equations can be analysed independently as long as no cross-equation restrictions are imposed. It is furthermore seen that the reduced rank condition (9.4) is a restriction of the parameters for (9.6) only, and that the maximum likelihood estimator of equation (9.2) is found by a regression analysis of $\overline{\alpha^{\prime}} \Delta^{2} X_{t}-\beta^{\prime} X_{t-1}$ on $\alpha_{1}^{\prime} \Delta^{2} X_{t}, \Delta X_{t-1}$, and $Z_{r}$.
In order to analyse (9.6) we introduce the new variables $\beta^{\prime} \Delta X_{t-1}$ and $\bar{\beta}_{1}^{\prime} \Delta X_{t-1}$ through the usual trick of writing $I=$ $\bar{\beta} \beta^{\prime}+\beta_{\perp} \bar{\beta}_{1}^{\prime}$, such that

$$
\alpha_{\perp}^{\prime} \Delta^{2} X_{t}=-\alpha_{\perp}^{\prime} \Gamma \bar{\beta} \beta^{\prime} \Delta X_{t-1}-\alpha_{\perp}^{\prime} \Gamma \beta_{\perp} \bar{\beta}_{\perp}^{\prime} \Delta X_{t-1}+\alpha_{\perp}^{\prime} \Psi_{Z_{t}}+\alpha_{\perp}^{\prime} \epsilon_{t}
$$

From (9.4) it follows that

$$
\begin{equation*}
\alpha_{\perp}^{\prime} \Delta^{2} X_{t}=-\alpha_{\perp}^{\prime} \Gamma \bar{\beta} \beta^{\prime} \Delta X_{t-1}-\xi \eta^{\prime} \bar{\beta}_{\perp}^{\prime} \Delta X_{t-1}+\alpha_{\perp}^{\prime} \Psi_{Z_{t}}+\alpha_{\perp}^{\prime} \epsilon_{t} \tag{9.8}
\end{equation*}
$$

Equation (9.8) is an equation for the differences of the process which explicitly contains the parameters $\xi$ and $\eta$. This shows that the likelihood analysis of (9.6) or (9.8) can be performed by reduced rank regression of $\alpha_{\perp}^{\prime} \Delta^{2} X_{\text {, on }} \bar{\beta}_{\perp}$ $\Delta X_{t-1}$ corrected for $\beta^{\prime} \Delta X_{t-1}$ and lagged second differences and dummies as collected in $Z_{\text {e }}$

What is achieved here by the analysis of (9.8) and (9.7) is to derive an equation in differences (9.8) using the information in the levels matrix $\Pi=\alpha \beta^{\prime}$. Thus model $H_{r,}$, is analysed by reduced rank regression if $(\alpha, \beta, r)$ were known.

The likelihood ratio test $Q_{r, s}=-2 \log Q\left(H_{r, s} \mid H_{r}^{0}\right)$ of $H_{r s,}$ in $H_{r}^{0}$ (or $H(r)$ ) is found by analysing (9.8) for the value $s$ as well as for the value $s=p-r$ and comparing the achieved values of the maximum. Note that the contribution from equation (9.2) is the same for the analysis of $H_{r, s}$ as for the analysis of $H_{r, p-r}=H_{r}^{0}$, since the parameters in the two equations are variation free. Hence the contribution from (9.2) to the maximized likelihood function cancels when calculating the likelihood ratio statistic.

This shows that the likelihood ratio test has the form (6.18) where the coefficients $\lambda_{i}$ are calculated from an eigenvalue problem like (6.15) where $S_{11}$ equals the product moments of $\bar{\beta}_{\perp}^{\prime} \Delta X_{t-1}, S_{00}$ equals the product moments of $\alpha_{1}^{\prime} \Delta^{2} X$, and $S_{01}$ the mixed moments all corrected for $\beta^{\prime} \Delta X_{t-1}$ and lagged second differences and dummies.

Notice that this analysis can easily be modified if we want to restrict the constant term in the analysis of the differences, thereby ruling out the possibility of a quadratic trend. The modification is described in Chapter 6, section 6.2.

Thus for instance if $\Phi D_{i}=\mu$, the analysis of (9.8) will involve correcting for the constant term. If we want to restrict this we assume that $\xi_{\perp}^{\prime} \alpha_{\perp}{ }^{\prime} \mu=0$ and perform a reduced rank regression of ${ }_{\perp}{ }^{\prime} \Delta^{2} X_{t}$ on the stacked variable $\left(\Delta X_{t-1}{ }^{\prime} \bar{\beta}_{\perp}, 1\right)$ corrected for lagged second differences, see (6.29).

We now give a misspecification test for the presence of $I(2)$ variables in the system. We give it in the case where we are willing to assume that there is a trend in the system but no quadratic trend. Thus the analysis, which is illustrated in the next section, runs as follows: first we perform an $I(1)$ analysis as described in Chapter 7 and determine ( $\hat{\alpha}, \hat{\beta}, \hat{r}$ ) using the test statistics $Q_{r}=-2 \log Q(H(r) \mid H(p))$. Next we analyse equation (9.8) using ( $\left.\alpha, \beta, r\right)=(\hat{\alpha}, \hat{\beta}, r)$ but this time with a restricted constant in order to avoid the presence of a quadratic trend. This gives the test statistics $Q_{r, s}^{*}=-2 \log Q\left(H_{r, s}^{*} \mid H_{r}^{0}\right), s=0, \ldots, p-r-1$.
THEOREM 9.2 Consider model (9.2) with $\Phi D_{t}=\mu$. Let Qdenote the likelihood ratio test (6.18) of $H(r)$ in $H(p)$, and let $c_{p-1}(\delta)$ denote the $1-\delta$ quantiles as derived from (6.20) with $F$ given by (6.21).
Leto $Q_{r, s}^{*}$ denote the likelihood ratio test statistic of $H_{r, s}^{*}$ in $H_{r}^{0}$ of the form (6.18) calculated with the estimated values of $(\alpha, \beta, r)$ from the $I(1)$ analysis, and letc ${ }_{p}^{*}-r-s(\delta)$ denote the quantiles as derived from (6.20) with $F$ given by (6.32).

We choose to accept $r$ cointegrating relations and no $I(2)$ components on the set $A$, defined by

$$
\begin{aligned}
& Q_{i} \geq c_{p-i}(\delta), i=0, \ldots, r-1, Q_{r}<c_{p-r}(\delta), \\
& Q_{r, i}^{*} \geq c_{p-r-i}^{*}(\delta), i=0, \ldots, p-r-1 .
\end{aligned}
$$

This procedure bas the properties

$$
\begin{equation*}
\lim _{T \rightarrow \infty} P\left(A_{r}\right)=1-\delta \text { if } H_{r, p-r}^{0} \text { holds } \tag{9.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{T \rightarrow \infty} P\left(A_{r}\right)=0 \text { if } H(p) \backslash H(r) \text { holds } \tag{9.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{T \rightarrow \infty} P\left(A_{r}\right) \leq \delta \text { if } H_{r, s}^{*} \text { holds fors }=0, \ldots, p-r-1 \tag{9.11}
\end{equation*}
$$

Thus if the rank of $\Pi$ is $r$ and there are no $I(2)$ components the procedure picks out the true value of $r$ with a high probability $(1-\delta)$ in the limit. It picks out a too low value with limiting probability zero. Finally if there are $I(2)$ components the procedure will under $H_{r, s}^{*}$ accept no $I(2)$ components with a small probability. A discussion of the proof of this result will be given in Chapter 12.

### 9.3 A Test for $I(2)$ in the Australian Data

The $I(1)$ analysis from Chapter 7 gives the estimated values of ( $\alpha, \beta, r$ ). The transformed equations leading to (9.8) can then be solved and we do this for each value of $r=0,1, \ldots, 5$. The likelihood ratio test statistics are calculated as in (6.30).

Note that we choose in the initial $I(1)$ analysis to have the constant unrestricted, but prefer to restrict it in the second analysis in order to avoid the possibility of a quadratic trend. The test statistics are given in Table 9.2.

Based upon the $I(1)$ analysis from Chapter 7 we have chosen $r=2$ and then proceed by comparing ${Q_{2, s}^{*}, s=0,1,2 \text { with the }}^{*}$ quantiles $c_{p-r-s}^{*}(5 \%)$ from Table 15.2. It is seen that there seems to be evidence of $I(2)$ in the data, since $s=0$ is rejected, as is $s=1$, but the hypothesis that $s=2$ gives a test statistic of $-2 \log Q\left(H_{2,2}^{*} \mid H_{2}^{0}\right)=4.21$ which should be compared with the (asymptotic) 95 per cent quantile of 9.09 .

The evidence for $I(2)$ that we find is the following: the test statistics seem to indicate that $s=2$, and the plot of $\Delta p_{t}^{143}$ in Fig 2.4 suggests that the inflation rate is non-stationary and drifts like a random walk. There is of course the possibility that the shift in inflation rate after 1980 is better described as a deterministic shift. But for now we shall continue with the idea that the shift is random and indicates a persistent shift corresponding to the $I(1)$ nature of the inflation rate.

It is noteworthy that the graph of $\hat{\beta}^{\prime} X_{t}$ looks more non-stationary than the graph of $\hat{\beta}^{\prime} R_{1 t}$ see Fig. 7.2. This is also evidence of $I(2)$ since the result of Theorem 4.6 shows that $\beta^{\prime} X_{,}$corrected for $\Delta X$, is stationary even if $X$, is $I(2)$, whereas $\beta^{\prime} X$, is not in general stationary by itself.

The final piece of evidence is that when calculating the roots of the characteristic polynomial for the estimated values we see from Table 9.3 that apart from the three imposed unit roots there is a root close to one with the value 0.83 . If this corresponds to a unit root we seem to have a case where the number of unit roots cannot be calculated from the $\Pi$ matrix alone.

Table 9.2 The Likelihood Ratio Statistics $Q_{r, s}^{*}$ and $\mathrm{Q}_{\mathrm{r}}$ Together With the Critical Values $\mathrm{C}_{\mathrm{p}-\mathrm{t}}(5 \%)$ and $c_{p-r-s}^{*}(5 \%)$.

| r | $Q_{r, s}^{*}$ |  |  |  |  | $Q_{r}$ | $c_{p-r}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $p-r-s$ | 5 | 4 | 3 | 2 | 1 |  |  |
| 0 | 261.50 | 157.44 | 95.96 | 45.86 | 10.91 | 101.38 | 68.91 |
| 1 |  | 178.48 | 84.48 | 32.61 | 9.18 | 51.78 | 47.18 |
| 2 |  |  | 82.26 | 28.10 | 4.21 | 28.43 | 29.51 |
| 3 |  |  |  | 28.82 | 10.04 | 10.24 | 15.20 |
| 4 |  |  |  |  | 8.84 | 4.45 | 3.96 |
| $c_{p-r-s}^{*}$ | 75.33 | 53.35 | 35.07 | 20.17 | 9.09 |  |  |

Table 9.3 The Eigenvalues of the Companion Matrix for the Australian Data. the Cointegrating Rank Is $\mathrm{R}=2$ and $\beta$ Is Unrestricted and $\alpha$ Restricted as in Table 7.7.

| Root | Real | Complex | Modulus |
| :--- | :--- | :--- | :--- |
| $\varrho_{1}$ | 1.00 | 0.00 | 1.00 |
| $\varrho_{2}$ | 1.00 | 0.00 | 1.00 |
| $\varrho_{3}$ | 1.00 | 0.00 | 1.00 |
| $\varrho_{4}$ | 0.83 | 0.00 | 0.83 |
| $\varrho_{5}$ | 0.72 | 0.06 | 0.72 |
| $\varrho_{6}$ | 0.72 | -0.06 | 0.72 |
| $\varrho_{7}$ | 0.11 | 0.00 | 0.11 |
| $\varrho_{8}$ | -0.02 | -0.21 | 0.21 |
| $\varrho_{9}$ | -0.02 | 0.21 | 0.21 |
| $\varrho_{10}$ | -0.29 | 0.00 | 0.29 |

Taken by themselves these pieces of evidence are perhaps not very convincing, but taken together they seem to point towards the conclusion that there is $I(2)$ in the data.

The question then arises to what extent this invalidates the $I(1)$ analysis and the conclusions reached.
It is somewhat surprising that hypothesis tests on $\alpha$ and $\beta$ remain valid in the sense that inference is still asymptotically $\chi^{2}$. What is no longer valid is the interpretation of these hypotheses, since $\beta^{\prime} X_{\text {, is }}$ is longer stationary, and $\alpha_{2}=0$ is no longer a hypothesis about weak exogeneity.

Thus there is a need for the analysis of the data from the point of view of $I(2)$.

## Part II The Probability Analysis of Cointegration
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## 10 Probability Properties of I (1) Processes

In this chapter we discuss basic properties of $I$ (1) processes given by the autoregressive model (4.1) allowing for a constant term, that is, $\Phi D_{t}=\mu$. The process is by (4.6) given as a mixture of a trend, a random walk, and a stationary process:

$$
\begin{equation*}
X_{t}=C \sum_{i=1}^{t} \varepsilon_{i}+C \mu t+C_{1}(L)\left(\varepsilon_{t}+\mu\right)+P_{\beta_{\perp}} X_{0} \tag{10.1}
\end{equation*}
$$

where $C=\beta_{\perp}\left(\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}$. We discuss the behaviour of the process in different directions, and apply these results to find asymptotic properties of various product moment matrices needed to derive properties of likelihood ratio tests and estimators in Chapters 11 and 13.

All estimators and test statistics are derived under the assumption of Gaussian errors, but we prove limit results for the process under the slightly more general assumption that the errors are independent with the same distribution with mean zero and variance $\Omega$, such that $\Delta X$, becomes a linear process.

First, however, we discuss some useful identities between variances and covariances of the various stationary processes. The results are taken from Johansen (1991b).

### 10.1 Finite Sample Results

There are very few exact results in the theory of autoregressive processes. The main ones that we use here are relations between the second order moments conditional on the past values of the process. Under the assumptions of $I$ (1) and cointegration we have that $\beta^{\prime} X$, is stationary and that $\Delta X$, is stationary, see Theorem 4.2. We define

$$
\operatorname{Var}\left[\left.\begin{array}{c}
\Delta X_{t} \\
\beta^{\prime} X_{t-1}
\end{array} \right\rvert\, \Delta X_{t-1}, \ldots, \Delta X_{t-k+1}\right]=\left[\begin{array}{cc}
\Sigma_{00} & \Sigma_{0 \beta} \\
\Sigma_{\beta 0} & \Sigma_{\beta \beta}
\end{array}\right],
$$

and the first result concerns relations between these variance-covariance matrices and the parameters $\alpha$ and $\beta$ in model $H_{1}(r)$.

LEMMA 10.1 Under the $I(1)$ assumptions and the assumption of i.i.d. errors the following relations hold

$$
\begin{gather*}
\Sigma_{00}=\alpha \Sigma_{\beta 0}+\Omega, \\
\Sigma_{0 \beta}=\alpha \Sigma_{\beta \beta}, \tag{10.2}
\end{gather*}
$$

and hence

$$
\Sigma_{00}=\alpha \Sigma_{\beta \beta} \alpha^{\prime}+\Omega
$$

Theses relations imply that

$$
\begin{gather*}
\left(\alpha^{\prime} \Sigma_{00}^{-1} \alpha\right)^{-1} \alpha^{\prime} \Sigma_{00}^{-1}=\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1} \alpha^{\prime} \Omega^{-1} \\
\Sigma_{00}^{-1}-\Sigma_{00}^{-1} \alpha\left(\alpha^{\prime} \Sigma_{00}^{-1} \alpha\right)^{-1} \alpha^{\prime} \Sigma_{00}^{-1}=\alpha_{\perp}\left(\alpha^{\prime}{ }_{\perp} \Sigma_{00} \alpha_{\perp}\right)^{-1} \alpha^{\prime} \perp  \tag{10.5}\\
=\Omega^{-1}-\Omega^{-1} \alpha\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1} \alpha^{\prime} \Omega^{-1}=\alpha_{\perp}\left(\alpha^{\prime}{ }_{\perp} \Omega \alpha_{\perp}\right)^{-1} \alpha^{\prime}{ }_{\perp} \\
\Sigma_{\beta \beta}\left(\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta}\right)^{-1} \Sigma_{\beta \beta}-\Sigma_{\beta \beta}=\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1}  \tag{10.6}\\
\alpha^{\prime} \Sigma_{00}^{-1} \alpha=\left(\Sigma_{\beta \beta}+\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1}\right)^{-1}  \tag{10.7}\\
\Sigma_{\beta \beta}^{-1}-\left(\Sigma_{\beta \beta}-\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta}\right)^{-1}=-\alpha^{\prime} \Omega^{-1} \alpha . \tag{10.8}
\end{gather*}
$$

Proof From the model equation

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\mu+\varepsilon_{t}
$$

one finds immediately the results (10.2), (10.3), and (10.4) by calculating the conditional variances given lagged differences $\Delta X_{t-1}, \ldots, \Delta X_{-k+1}$. To prove (10.5) multiply first by $\alpha$ from the right, and both sides become the identity, then multiply by $\Sigma_{00} \alpha_{\perp}=\Omega \alpha_{\perp}$, see (10.4), and both sides reduce to zero. Since the $p \times p$ matrix ( $\alpha, \Omega \alpha_{\perp}$ ) has full rank the relation (10.5) has been proved.

The relation (10.6) is proved by applying the identity $\alpha_{1}^{\prime} \Sigma_{00}=\alpha_{1}^{\prime} \Omega$, see (10.4), and by multiplying by the matrix ( $\alpha$, $\left.\Sigma_{00} \alpha_{\perp}\right)=\left(\alpha, \Omega \alpha_{1}\right)$.

The relation (10.7) is proved by inserting $\alpha=\Sigma_{0 \beta} \Sigma_{\beta \beta}^{-1}$ such that (10.7) becomes

$$
\left(\alpha^{\prime} \Sigma_{00}^{-1} \alpha\right)^{-1}-\Sigma_{\beta \beta}=\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1} .
$$

This relation can be proved by multiplying (10.5) by

$$
\Sigma_{00} \alpha\left(\alpha^{\prime} \alpha\right)^{-1}=\left(\alpha \Sigma_{\beta \beta} \alpha^{\prime}+\Omega\right) \alpha\left(\alpha^{\prime} \alpha\right)^{-1} .
$$

The proof of (10.8) follows by noting that the $p \times p$ matrix $K=\left(\Omega^{-1} \alpha, \alpha_{\perp}\right)$ has full rank, such that we can write, see (10.4),

$$
\begin{aligned}
& \alpha^{\prime} \Sigma_{00}^{-1} \alpha=\alpha^{\prime}\left(\Omega+\alpha \Sigma_{\beta \beta} \alpha^{\prime}\right)^{-1} \alpha=\alpha^{\prime} K\left(K^{\prime}\left(\Omega+\alpha \Sigma_{\beta \beta} \alpha^{\prime}\right) K\right)^{-1} K^{\prime} \alpha \\
& =\left[\begin{array}{c}
\alpha^{\prime} \Omega^{-1} \alpha \\
0
\end{array}\right]\left[\begin{array}{cc}
\alpha^{\prime} \Omega^{-1} \alpha+\alpha^{\prime} \Omega^{-1} \alpha \Sigma_{\beta \beta} \alpha^{\prime} \Omega^{-1} \alpha & 0 \\
0 & \alpha_{\perp}^{\prime} \Omega \alpha_{\perp}
\end{array}\right]^{-1}\left[\begin{array}{c}
\alpha^{\prime} \Omega^{-1} \alpha \\
0
\end{array}\right] \\
& \quad=\left(\Sigma_{\beta \beta}+\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1}\right)^{-1} .
\end{aligned}
$$

Finally (10.9) is proved as follows: first note that

$$
\begin{aligned}
& \Sigma_{\beta \beta}-\Sigma_{\beta \beta}\left(\Sigma_{\beta \beta}+\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1}\right)^{-1} \Sigma_{\beta \beta} \\
& =\Sigma_{\beta \beta}\left(\Sigma_{\beta \beta}+\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1}\right)^{-1}\left(\Sigma_{\beta \beta}+\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1}-\Sigma_{\beta \beta}\right) \\
& =\Sigma_{\beta \beta}\left(\Sigma_{\beta \beta}+\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1}\right)^{-1}\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1} .
\end{aligned}
$$

Then we find

$$
\begin{aligned}
& \Sigma_{\beta \beta}^{-1}-\left(\Sigma_{\beta \beta}-\Sigma_{\beta \beta}\left(\Sigma_{\beta \beta}+\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1}\right)^{-1} \Sigma_{\beta \beta}\right)^{-1} \\
& =\Sigma_{\beta \beta}^{-1}-\left(\alpha^{\prime} \Omega^{-1} \alpha\right)\left(\Sigma_{\beta \beta}+\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1}\right) \Sigma_{\beta \beta}^{-1}=-\left(\alpha^{\prime} \Omega^{-1} \alpha\right)
\end{aligned}
$$

This completes the proof of Lemma 9.1.

### 10.2 Asymptotic Results

The process generated by the autoregressive equations has the property that $\Delta X_{t}$ is a linear process, see Chapter 2 . We have given in Theorem B. 13 some basic limit results for such processes, and here we apply them to the process $X_{r}$. The asymptotic properties of the non-stationary process $X$, are described by a Brownian motion $W$ in $p$ dimensions on the unit interval. This Brownian motion is the weak limit of the random walk $\Sigma_{i=1}^{t} \varepsilon_{i}$, which appears in the representation (10.1) and can be found by rescaling the time axis and the variables as follows:

$$
S_{T}(u)=T^{-\frac{1}{2}} \sum_{i=1}^{[T u]} \varepsilon_{i} \xrightarrow{w} W(u), \quad u \in[0,1]
$$

We apply the results in Theorem B. 13 in order to find the asymptotic properties of the test statistics and estimators derived from the cointegration model. We have only given the results in Appendix B for $C[0,1]$ but here we apply the results for $D[0,1]$, since the normalization above leaves $S_{T}(u)$ a piecewise constant function rather than a continuous function.

From the representation (10.1) it follows that $X$ is composed of a random walk ( $C \Sigma_{i=1}^{t} \varepsilon_{i}$ ), a linear trend $(\tau t=C \mu t$ ) a stationary process which
is a linear process with exponentially decreasing coefficients and the initial values $P_{\beta_{1}} X_{t}$. The asymptotic properties of the process therefore depend on which linear combination of the process we consider. If we consider $\tau^{\prime} X$, it is clear that the process is dominated by the linear trend, whereas if we take vectors $\gamma$ which are orthogonal to $\tau$ and linearly independent of $\beta$ then the dominating term is the random walk $\gamma^{\prime} c \Sigma_{i=1}^{t} \varepsilon_{i}$ since $\gamma^{\prime} \tau t=0$. Finally if we take the linear combinations $\beta^{\prime} X$, then both the trend and the random walk are multiplied by $\beta^{\prime} C=0$, and $\beta^{\prime} X$, is stationary since the initial values cancel. Thus let $\gamma(p \times(p-r-1))$ be chosen orthogonal to $\tau$ and $\beta$, such that $(\beta, \gamma, \tau)$ span all of $R^{p}$. We give some examples which illustrate the choice of $\tau$ and $\gamma$.

EXAmple 10.1 We consider the two-dimensional process given by the equations

$$
\begin{aligned}
& \Delta X_{1 t}=\mu_{1}+\varepsilon_{1 t}, \\
& \Delta X_{2 t}=\mu_{2}+\varepsilon_{2 t} .
\end{aligned}
$$

The equations are solved to give

$$
\begin{aligned}
X_{1 t} & =\Sigma_{i=1}^{t} \varepsilon_{1 i}+t \mu_{1}+X_{10} \\
X_{2 t} & =\Sigma_{i=1}^{t} \varepsilon_{2 i}+t \mu_{2}+X_{20} .
\end{aligned}
$$

Thus both processes are random walks with a trend, and the processes do not cointegrate. It is, however, easily seen that the linear combination

$$
\mu_{2} X_{1 t}-\mu_{1} X_{2 t}=\mu_{2} \sum_{i=1}^{t} \varepsilon_{1 i}-\mu_{1} \sum_{i=1}^{t} \varepsilon_{2 i}+\mu_{2} X_{10}-\mu_{1} X_{10}
$$

is a random walk with no trend. Thus the trend can be eliminated by multiplying by $\tau_{\perp}=\left(\mu_{2},-\mu_{1}\right)^{\prime}$. In this case there is no cointegration and we can take $\beta=0$ and $\gamma=\tau_{1}$.

Example 10.2 We next consider the three-dimensional process given by the equations

$$
\begin{aligned}
& \Delta X_{1 t}=\alpha_{1}\left(X_{1 t-1}-X_{2 t-1}\right)+\mu_{1}+\varepsilon_{1 t,} \\
& \Delta X_{2 t}=\mu_{2}+\varepsilon_{2 t,} \\
& \Delta X_{3 t}=\mu_{3}+\varepsilon_{3 t,}
\end{aligned}
$$

where $-2<\alpha_{1}<0$. These equations are solved to give

$$
X_{1 t}=\sum_{i=1}^{t} \varepsilon_{2 i}+\mu_{2} t+X_{20}+\sum_{i=0}^{\infty}\left(1+\alpha_{1}\right)^{i}\left(\varepsilon_{1 t-i}-\varepsilon_{2 t-i}\right)-\alpha_{1}^{-1}\left(\mu_{1}-\mu_{2}\right)
$$

It is seen that $X_{1,}, X_{2}$, and $X_{3,}$, have a linear trend, which in this case is eliminated by the cointegrating vector $\beta=(1$, $-1,0)^{\prime}$. This is an instance of a general result that $\beta^{\prime} C=0$, which annihilates both the stochastic and the deterministic trends. We find that $\tau=\left(\mu_{2}, \mu_{2}, \mu_{3}\right)$ and $\gamma=\left(\mu_{3}, \mu_{3},-2 \mu_{2}\right)$ which together with $\beta$ span the whole space.

We next give the asymptotic behaviour of the process in the directions $\tau$ and $\gamma$. Recall the definition $\bar{\gamma}=\gamma\left(\gamma^{\prime} \text { gamma }\right)^{-1}$.
Lemma 10.2 Let the process X, be given by (10.1), let $\tau=C \mu$ and choose $\gamma$ orthogonal to $\beta$ and $\tau$ such that $(\beta, \tau, \gamma)$ has full rank. $p$. Then as $T \rightarrow \infty$ and $u \in[0,1]$

$$
\begin{equation*}
T^{-\frac{1}{2}} \bar{\gamma} X_{[T u]} \xrightarrow{w} \bar{\gamma}^{\prime} C W(u), \tag{10.10}
\end{equation*}
$$

$$
\begin{equation*}
T^{-1} \overline{T^{\prime}} X_{[T u]} \xrightarrow{w} u . \tag{10.11}
\end{equation*}
$$

We define the normalization matrix $B_{T}=\left(\bar{\gamma}, T^{-\frac{1}{2}}{ }^{\frac{-}{T}}\right)$ and combine the results into

$$
T^{-\frac{1}{2}} B_{T}^{\prime} X_{[T u]} \longrightarrow
$$

w

$$
G_{0}(u)=\left[\begin{array}{c}
- \\
\gamma^{\prime} C W(u) \\
u
\end{array}\right]
$$

It then follows for $\bar{X}_{T}=T^{-1} \sum_{l=1}^{T} X_{t-1}$ that

$$
T^{-\frac{1}{2}} B_{T}^{\prime}{ }_{T}\left(X_{[T u]}-\bar{X}_{T}\right) \longrightarrow
$$

$$
G_{0}(u)-\bar{G}_{0}=G(u)=\left[\begin{array}{c}
\overline{\gamma^{\prime}} C(W(u)-\bar{W})  \tag{10.12}\\
u-\frac{1}{2}
\end{array}\right]
$$

where $\bar{G}_{0}=\int_{0}^{1} G_{0}(u) d u$.
Proof We apply Theorem B.13. From the representation (10.1) we see that $X_{t}$ is decomposed into a random walk, a linear trend, and a stationary process. Weak convergence of $T^{-\frac{1}{2}} \bar{\gamma}^{\prime} X_{[T u]}$ now follows from (10.1). The random walk term gives $\bar{\gamma}^{\prime} C W(u)$ in the limit, the trend term vanishes since $\gamma^{\prime} \tau=0$, and the stationary term disappears by (B.17).
Weak convergence of $T^{-1} \tau^{\prime} X_{\mid T T A}$ follows from (10.1). The random walk part tends to zero by the factor $T^{-1}$, the linear term converges to $u$, and the stationary part vanishes by (B.17).

Finally weak convergence of the average

$$
T^{-\frac{1}{2}} B_{T}^{\prime} \bar{X}_{T}=T^{-1} \sum_{t=1}^{T} T^{-\frac{1}{2}} B_{T}^{\prime} X_{t-1}
$$

follows from the continuous mapping theorem, Theorem B.5, since the mapping $x \rightarrow \int_{0}^{1} x(u) d u$ is continuous.
Note that the limiting behaviour of the non-stationary part of the process is completely described by the matrix $C$, see (10.1), the direction $\tau=C \mu$, and the variance matrix of the errors $\Omega$.

Using these results one can describe asymptotic properties of the product moment matrices and $S_{i j}$ defined in Chapter 6, which are basic for the properties of the estimators and tests. Recall that the residuals $R_{0,}$ and $R_{u t}$ are defined by regressing $\Delta X_{\text {, and }} X_{t-1}$ respectively on lagged differences and a constant, and that

$$
S_{i j}=T^{-1} \sum_{i=1}^{T} R_{i t} R^{i}{ }_{j, i}, j=0,1 .
$$

LEmMA 10.3 Under the assumptions of Lemma 10.2

$$
\begin{gather*}
S_{00} \xrightarrow{P} \Sigma_{00}, \\
\beta^{\prime} S_{11} \beta \stackrel{P}{\rightarrow} \Sigma \beta \beta,  \tag{10.13}\\
\beta^{\prime} S_{10} \xrightarrow{P} \Sigma \beta 0,  \tag{10.14}\\
T^{-1} B^{\prime}{ }_{T} S_{11} B_{T} \xrightarrow{w} \int_{0}^{1} G G^{\prime} d u,  \tag{10.15}\\
B^{\prime}{ }_{T} S_{1 \in}=B^{\prime}{ }_{T}\left(S_{10}-S_{11} \beta a^{\prime}\right) \xrightarrow{w} \int_{0}^{1} G(d W)^{\prime},  \tag{10.16}\\
B^{\prime}{ }_{T} S_{11} \beta \in O_{P}(1) . \tag{10.17}
\end{gather*}
$$

Proof We apply repeatedly the results of Theorem B. 13 about the proper normalization of product moments. In the following we use [] to indicate that a product moment has been normalized such that it converges in distribution. The basic rules are that if $Y_{j j}$ is a process that is $I(\not), j=0,1$, then

$$
T^{-1} \Sigma_{t=1}^{T} Y_{0 t}^{2}, T^{-2} \Sigma_{t=1}^{T} Y_{1 t}^{2}, T^{-1} \Sigma_{t=1}^{T} Y_{0 t} Y_{1 t,} T^{-3 / 2} \Sigma_{t=1}^{T} t Y_{0 t,} T^{-5 / 2} \Sigma_{t=1}^{T} t Y_{1 t}
$$

are all normalized to converge weakly.
We apply the notation $Z_{2 t}=\left(\Delta X_{t-1}^{\prime}, \ldots, \Delta X_{t-k+1}\right)^{\prime}$ ' from Chapter 6, and let $\bar{\Delta} X=T^{-1} \Sigma_{t=1}^{T} \Delta X_{t}$. Since the process $\Delta X$, is a stationary and ergodic process it follows from the law of large numbers that the different product moments in the expression

$$
S_{00}=S_{\Delta \Delta}-S_{\Delta} S_{z z}^{-1} S_{z \Delta}
$$

where

$$
\begin{aligned}
& S_{\Delta \Delta}=T^{-1} \sum_{t=1}^{T}\left(\Delta X_{t}-\overline{\Delta X}\right)\left(\Delta X_{t}-\overline{\Delta X}\right)^{\prime} \\
& S_{\Delta z}=-T^{1} \sum_{t=1}^{T}\left(\Delta X_{t}-\bar{\Delta} X\right)\left(Z_{2 t}-\bar{Z}_{2}\right)^{\prime}
\end{aligned}
$$

and

$$
S_{z z}=T^{-1} \sum_{t=1}^{T}\left(\begin{array}{lll}
Z_{2 t} & \bar{Z}_{2}
\end{array}\right)\left(\begin{array}{ll}
Z_{2 t} & \left.\bar{Z}_{2}\right)^{\prime},
\end{array}\right.
$$

converge in probability to the corresponding population values. Thus

$$
\begin{aligned}
S_{00} & \xrightarrow{P} \operatorname{Var}\left(\Delta X_{l}\right)-\operatorname{Cov}\left(\Delta X_{l,} Z_{2 l}\right) \operatorname{Var}\left(Z_{2 l}\right)^{-1} \operatorname{Cov}\left(Z_{2 l}, \Delta X_{l}\right) \\
& =\operatorname{Var}\left(\Delta X_{t} \mid Z_{2 t}\right)=\Sigma_{00} .
\end{aligned}
$$

EXERCISE 10.1 This proves (10.13). In order to prove (10.14) we use the notation

$$
S_{x x}=T^{-1} \sum_{t=1}^{T}\left(\begin{array}{lll}
X_{t-1} & \bar{X}_{T}
\end{array}\right)\left(\begin{array}{ll}
X_{t-1} & \bar{X}_{T}
\end{array}\right)^{\prime},
$$

and write with an obvious notation

$$
\beta^{\prime} S_{11} \beta=\left[\beta^{\prime} S_{x x} \beta\right]-\left[\beta^{\prime} S_{x z} S_{z z}^{-1} S_{z x} \beta\right] .
$$

Since the process $\beta^{\prime} X_{\text {t }}$ is stationary and ergodic it follows again from the law of large numbers that $\beta^{\prime} S_{11} \beta$ converges in probability towards its population value

$$
\beta^{\prime} S_{11} \beta \xrightarrow{P} \operatorname{Var}\left(\beta^{\prime} X_{t} \mid Z_{2 t}\right)=\Sigma_{\beta \beta}
$$

The proof of (10.15) is similar.
For the proof of (10.16) we investigate the matrix $S_{11}$ in the directions given by $\bar{\gamma}=\gamma\left(\gamma^{\prime} \gamma\right)^{-1}$ and $\bar{\tau}=\tau\left(\tau^{\prime} \tau\right)^{-1}$. We find

$$
\begin{equation*}
T^{-1} \overline{Y^{\prime}} S_{11} \bar{Y}=\left[T^{-1} \bar{Y}^{\prime} S_{x x} \bar{\gamma}\right]-T^{-1}\left[\bar{Y}^{\prime} S_{x z} S_{z z}^{-1} S_{z x} \bar{Y}\right] \tag{10.19}
\end{equation*}
$$

The convergence of the first term follows from (10.12) together with the continuous mapping theorem applied to the mapping $x \rightarrow \int_{0}^{1} x(u) x^{\prime}(u) d u$.
We find

$$
T^{-1} \bar{Y}^{\prime} S_{x x} \bar{Y}=\left[T^{-1} \Sigma_{t=1}^{T} T^{-\frac{1}{2}} \bar{Y}^{\prime}\left(X_{t-1}-\bar{X}_{T}\right)\left(X_{t-1}-\bar{X}_{T}\right) \bar{Y}^{\prime} T^{-\frac{1}{2}}\right]
$$

w

$$
\overline{\gamma^{\prime} C} \int_{0}^{1}(W(u) \quad \bar{W})(W(u) \quad \bar{W})^{\prime} d u C^{\prime} \bar{\gamma}
$$

 factor of $T^{-1}$ ensures that the first term in (10.19) is dominating and gives the required limit. In the direction $\tau$ we find

$$
T^{-2} \overline{T^{\prime}} S_{11} \bar{I}=\left[T^{-2} \overline{T^{\prime}} S_{x x} \bar{I}\right]-T^{-1}\left[T^{-\frac{1}{2}-} \bar{T}^{\prime} S_{x z} S_{z z}^{-1} S_{z x} \bar{I} T^{-\frac{1}{2}}\right] .
$$

The terms in brackets have been normalized to converge in distribution, see Theorem B.13, and the extra factor of $T^{-1}$ makes sure that the first term is dominating, giving the limit

$$
\int_{0}^{1}(u-1 / 2)^{2} d u=1 / 12 .
$$

The term $T^{-3 / 2} \overline{\tau^{\prime}} S_{11} \bar{\gamma}$ is treated in the same way and the results are collected to prove (10.16).
The result (10.18) follows from Theorem B. 13 in a similar way.
The proof of (10.17) follows from

$$
\overline{\gamma^{\prime}}\left(S_{10}-S_{11} \beta \alpha^{\prime}\right)=\bar{\gamma}^{\prime} S_{1 \varepsilon}=\left[\bar{\gamma}^{\prime} S_{x \varepsilon}\right]-T^{-\frac{1}{2}}\left[\bar{\gamma}^{\prime} S_{x z} S_{z z}^{-1} S_{z \varepsilon} T^{\frac{1}{2}}\right]
$$

The extra factor $T^{-\frac{1}{2}}$ in the second term makes sure that in the limit the first term is dominating and we find from (10.12)

$$
\overline{\gamma^{\prime}}\left(S_{10}-S_{11} \beta \alpha^{\prime}\right) \xrightarrow{w} \bar{\gamma}^{\prime} C \int_{0}^{1}(W-\bar{W})(d W)^{\prime}
$$

In the direction $\bar{\tau}$ we find

$$
\begin{aligned}
T^{-\frac{1}{2} T^{\prime}}\left(S_{10}-S_{11} \beta \alpha^{\prime}\right) & =T^{-\frac{1}{2}-} T^{\prime} S_{1 \varepsilon} \\
& =\left[T^{-\frac{1}{2}-} T^{\prime} S_{x \varepsilon}\right]-T^{-\frac{1}{2}}\left[T^{-\frac{1}{2}-} T^{\prime} S_{x z} S_{z z}^{-1} S_{z \varepsilon} T^{\frac{1}{2}}\right] .
\end{aligned}
$$

As before the first term is dominating and we find the limit

$$
\int_{0}^{1}(u-1 / 2)(d W)^{\prime} .
$$

Combining these results we have finally proved Lemma 10.3.

EXAMPLE 10.3 As an application of the above results consider the test for no cointegration $\Pi=0$ in the model

$$
\Delta X_{t}=\Pi X_{t-1}+\varepsilon_{t}, \quad t=1, \ldots, T
$$

Under the null hypothesis $X$, is a random walk $X_{t}=X_{0} \pm \sum_{i=1}^{t} \varepsilon_{i}$. In this case there is no trend and no cointegration under the null hypothesis, hence we can take $\beta=\bar{\tau}=0$ and $\bar{\gamma}=I$ in the above results. Thus we find from (10.10) that in this very special case we have

$$
T^{-\frac{1}{2}} X_{[T u]}=T^{-\frac{1}{2}} \sum_{i=1}^{[T u]} \varepsilon_{i} \xrightarrow{w} W(u) .
$$

From (B.13) we find

$$
T^{-2} \sum_{t=1}^{T} X_{t-1} X_{t-1}^{\prime} \xrightarrow{w} \int_{0}^{1} W(u) W(u)^{\prime} d u=\int_{0}^{1} W W^{\prime} d u
$$

and finally from (B.14) we get

$$
T^{-1} \sum_{t=1}^{T} X_{t-1} \varepsilon^{\prime}{ }_{t} \xrightarrow{w} \int_{0}^{1} W(d W)^{\prime}
$$

These are the three basic results needed for the asymptotic behaviour of the test statistic for the hypothesis that $\Pi=0$. The general problem will be taken up in Chapter 11.

### 10.3 Exercises

10.1

Consider the model

$$
\Delta X_{t}=\Pi X_{t-1}+\Gamma_{1} \Delta X_{t-1}+\varepsilon_{t}, \quad t=1, \ldots, T
$$

In Chapter 2 it is mentioned that the likelihood ratio test for $\Gamma_{1}=0$ in the unrestricted VAR model is asymptotically distributed as $\chi^{2}$ with $p^{2}$ degrees of freedom.

With the notation

$$
Z_{0 t}=\Delta X_{t}, \quad Z_{1 t}=X_{t-1}, \quad Z_{2 t}=\Delta X_{t-1}
$$

we define

$$
M_{i j}=T^{-1} \sum_{t=1}^{T} Z_{i t} Z_{j t}^{\prime}, \quad i, j=0,1,2
$$

1. Show that the estimator of $\Omega$ in the unrestricted VAR is given by

$$
\hat{\Omega}=M_{00.12}=M_{00}-\left[\begin{array}{l}
M_{10} \\
M_{20}
\end{array}\right]^{\prime}\left[\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right]^{-1}\left[\begin{array}{l}
M_{10} \\
M_{20}
\end{array}\right],
$$

whereas the estimator under the null hypothesis that $\Gamma_{1}=0$ is given by

$$
\hat{\Omega}_{0}=M_{00.1}=M_{00}-M_{01} M_{11}^{-1} M_{10}
$$

2. Find an expression for the likelihood ratio test statistic for the null that $\Gamma_{1}=0$ expressed in terms of $\hat{\Omega}$ and $\hat{\Omega}_{0}$.
3. Show that if also $\Pi=0$ such that the process $X$ is a random walk, then $T\left(\hat{\Omega}_{0}-\hat{\Omega}\right)$ has the same limit distribution as $T M_{02} M_{22}^{-1} M_{20}$, which implies that $-2 \log \& Q\left(\Gamma_{1}=0\right) \xrightarrow{w} X^{2}\left(p^{2}\right)$. Hence the asymptotic distribution does not depend on the presence of $I(1)$ variables in this case.

## 10.2

Let the $I(2)$ process $X$, be given as a cumulated random walk:

$$
X_{t}=\sum_{i=1}^{t} \sum_{j=1}^{i} \varepsilon_{j}
$$

where as usual the $\in$ are i.i.d. with mean zero and finite variance. Consider the mapping from $C[0,1]$ to $C[0,1]$ given by associating to every continuous function $f$ its integral $F(\cdot)=\int_{0} f(u) d u$.

1. Prove by the continuous mapping theorem applied to this functional that

$$
T^{-\frac{3}{2}} X_{[T u]} \xrightarrow{w} \int_{0}^{u} W(s) d s
$$

2. Use the result in 1 . to show that

$$
T^{-4} \sum_{t=1}^{T} X_{t} X^{\prime}{ }_{t} \xrightarrow{w} \int_{0}^{1}\left(\int_{0}^{u} W(s) d s\right)\left(\int_{0}^{u} \quad W(s)^{\prime} d s\right) d u .
$$

## 10.3

Consider the regression

$$
Y_{t}=\beta^{\prime} X_{t}+\varepsilon_{t}
$$

where $\{\varepsilon$,$\} is as before, and X$, a random walk with finite variance, which is independent of the $\in$. 1. Find the limit distribution of the regression estimator for $\beta$

$$
\hat{\beta}_{\mathrm{ols}}=\left(\sum_{t=1}^{T} X_{t}^{\prime} X_{t}\right)^{-1}\left(\sum_{t=1}^{T} X_{t} Y_{t}^{\prime}\right)
$$

2. Solve the same problem if $X$, is an $I(2)$ process given as a cumulated random walk, but still independent of the $\in$.

## 11 The Asymptotic Distribution of the Test for Cointegrating Rank

In this chapter we give various forms for the limit distribution of the likelihood ratio test for cointegrating rank. The limit distribution depends on the model for the deterministic terms, and we give the different formulae that can be obtained for a constant and a linear term in the equation even when there are restrictions as discussed in Chapter 6. The proofs and concepts are rather technical, and we therefore first give some special cases which introduce the basic notation and illustrate the type of analysis that is necessary for understanding the limit theory of test statistics in the presence of unit roots and cointegration.

### 11.1 Testing $\Pi=0$ in the Basic Model

We assume here that $\varepsilon$, are independent identically distributed with mean zero and variance $\Omega$ in $p$ dimensions. Consider first the situation from Example 10.3, where

$$
\Delta X_{t}=\Pi X_{t-1}+\varepsilon_{t},
$$

and we want to test that $\Pi=0$, that is, we are testing model $H_{2}(0)$ in model $H_{2}(p)$, see (5.15), where the hypothesis without deterministic terms is defined. The test statistic is given by

$$
\begin{equation*}
-2 \quad \log \quad Q\left(H_{2}(0) \mid H_{2}(p)\right)=-T \sum_{i=1}^{p} \log \left(1-\hat{\lambda}_{i}\right) \tag{11.1}
\end{equation*}
$$

see (6.18), where $\hat{\lambda}_{1}, \ldots, \hat{\lambda}_{p}$ solve the equation

$$
\begin{equation*}
\left|\lambda S_{11}-S_{10} S_{00}^{-1} S_{01}\right|=0 \tag{11.2}
\end{equation*}
$$

These Product moments were investigated in Example 10.3, where it was found that

$$
\begin{equation*}
T^{-1} S_{11} \xrightarrow{w} \int_{0}^{1} W W^{\prime} d u \tag{11.3}
\end{equation*}
$$

$$
\begin{gather*}
S_{10} \xrightarrow{w} \int_{0}^{1} W(d W)^{\prime}, \\
S_{00} \xrightarrow{P} \Omega . \tag{11.4}
\end{gather*}
$$

With these results we can now discuss the limit behaviour of the test statistic (11.1). We first note that $S_{11}$ is $O_{p}(T)$ whereas $S_{01}$ and $S_{00}$ are $O_{p}(1)$ such that the roots $\hat{\lambda}_{i}$ of equation (11.2) converge to zero like $T^{-1}$. This on the other hand implies that

$$
-T \sum_{i=1}^{p} \log \left(1-\hat{\lambda}_{i}\right)=T \sum_{i=1}^{p} \hat{\lambda}_{i}+O_{P}(1)
$$

The sum of the eigenvalues can be found as follows:

$$
\left|\lambda S_{11}-S_{10} S_{00}^{-1} S_{01}\right|=0 \quad \text { if and only if }\left|\lambda I-S_{11}^{-1} S_{10} S_{00}^{-1} S_{01}\right|=0
$$

which shows that

$$
T \sum_{i=1}^{p} \hat{\lambda}_{i}=\operatorname{Ttr}\left\{S_{11}^{-1} S_{10} S_{00}^{-1} S_{01}\right\}
$$

From (11.3), (11.4), and (11.5), we find that the limit of the likelihood ratio test statistic is given by
$-2 \log Q\left(H_{2}(0) \mid H_{2}(p)\right)$
w

$$
\operatorname{tr}\left\{\left[\int_{0}^{1} W W^{\prime} d u\right]^{-1} \int_{0}^{1} W(d W)^{\prime} \Omega^{-1} \int_{0}^{1}(d W) W^{\prime}\right\}
$$

If we define the standard Brownian motion $B=\Omega^{-\frac{1}{2} W}$, we get the result

$$
\begin{equation*}
-2 \quad \log \quad Q\left(H_{2}(0) \mid H_{2}(p)\right) \xrightarrow{w} \operatorname{tr}\left\{\int_{0}^{1}(d B) B^{\prime}\left[\int_{0}^{1} B B^{\prime} d u\right]^{-1} \int_{0}^{1} B(d B)^{\prime}\right\} \tag{11.6}
\end{equation*}
$$

If the null hypothesis is not valid, and we have cointegration, then one of the eigenvalues will be positive in the limit. In this case

$$
-2 \quad \log \quad Q\left(H_{2}(0) \mid H_{2}(p)\right) \geq-T \quad \log \left(1-\hat{\lambda}_{1}\right) \xrightarrow{P} \infty,
$$

which shows that the asymptotic power of the test is 1 .
Note that the limit distribution does not depend on the parameter $\Omega$, but only on the dimension $p$ or the number of random walks.

If $p=1$ the limit distribution is the squared Dickey-Fuller distribution see Fuller (1976) and we shall call the distribution (11.6) the Dickey-Fuller distribution with $p$ degrees of freedom, $D F_{p}$. The reason that we get the squared DF distribution is that we test the hypothesis $\Pi=0$ against $\Pi \neq 0$, whereas the univariate problem is usually formulated as $\Pi=0$ against $\Pi<0$, which is a one-side test. One should be aware that a significantly large value of the test statistic (11.6) which rejects $\Pi=0$, could mean that the process is stationary, but of course also that the process has explosive roots.

It turns out in the following that we get various versions of this fundamental distribution, and we illustrate this in the next case that we consider, namely the modification of the basic model with a constant term added in the equation. In this case the process is a random walk with a trend under the null hypothesis $\Pi=0$ :

$$
X_{t}=\mu t+\sum_{i=1}^{t} \varepsilon_{i}+X_{0}
$$

The test statistic is calculated in the usual way with the product moments corrected for a constant term. In order to find the limit distribution we assume first that $\mu \neq 0$, such that there is actually a linear trend in the process. The component $X_{u}$ of the process $X_{\text {t }}$ grows linearly if $\mu_{i} \neq 0$. If, however, we consider $X$, in the $p-1$ directions $\mu_{1}$ then the process has no trend since

$$
\mu_{\perp}^{\prime} X_{t}=\sum_{i=1}^{t} \mu_{\perp}^{\prime} \varepsilon_{i}+\mu_{\perp}^{\prime} X_{0} .
$$

Thus the directions applied in Chapter 10 become $\beta=0, \gamma=\mu_{\perp}$, and $\tau=\mu$. In the direction $\mu$ we have

$$
\mu^{\prime} X_{t}=\mu^{\prime} \mu t+\sum_{i=1}^{t} \mu^{\prime} \varepsilon_{i}+\mu^{\prime} X_{0}
$$

The asymptotic behaviour of the process is given by

$$
\begin{aligned}
T^{-\frac{1}{2}-} \mu^{\prime}{ }_{\perp} X_{[T u]} & =T^{-\frac{1}{2}} \sum_{i=1}^{[T u]-} \mu^{\prime}{ }_{\perp} \varepsilon_{i}+T^{-\frac{1}{2}}-\mu^{\prime}{ }_{\perp} X_{0} \xrightarrow{w}-\bar{\mu}^{\prime}{ }_{\perp} W(u) \\
T^{-1} \mu^{\prime} X_{[T u]} & =T^{-1}[T u]+T^{-1} \sum_{i=1}^{[T u]} \mu^{\prime} \varepsilon_{l}+T^{-1} \mu^{\prime} X_{0} \longrightarrow
\end{aligned}
$$

since the trend dominates the random walk. Lemma 10.2 implies that

$$
T^{-1} \bar{\mu}^{\prime}\left(X_{[T u]}-\bar{X}_{T}\right) \xrightarrow{w}(u-1 / 2),
$$

and that

$$
T^{-\frac{1}{2}} \bar{\mu}_{\perp}^{\prime}\left(X_{[T u]}-\bar{X}_{T}\right) \xrightarrow{w} \bar{\mu}_{\perp}^{\prime}(W(u)-\bar{W}) .
$$

Applying these results to the product moment matrices we find from Lemma 10.3 that the asymptotic behaviour is different in different directions. Thus

$$
\begin{array}{lll}
T^{-2} \mu^{\prime} S_{11} \bar{\mu} \longrightarrow & P & \int_{0}^{1}(u-1 / 2)^{2} d u, \\
T^{-3 / 2} \mu^{\prime} S_{11} \bar{\mu}_{\perp} \longrightarrow & w & \int_{0}^{1}(u-1 / 2)(W(u)-W)^{\prime} d u \bar{\mu}_{\perp},
\end{array}
$$

and finally

$$
T^{-1} \bar{\mu}_{\perp}^{\prime} S_{11} \bar{\mu}_{\perp} \xrightarrow{w} \bar{\mu}^{\prime} \perp \int_{0}^{1}(W(u)-\bar{W})(W(u)-\bar{W})^{\prime} d u \bar{\mu}_{\perp} .
$$

Using the same arguments we find

$$
\bar{\mu}_{\perp} S_{10}=T^{-1} \sum_{l=1}^{T} \bar{\mu}_{\perp}^{\prime}\left(X_{t-1}-\bar{X}_{T}\right) \varepsilon_{t^{\prime}} \xrightarrow{W} \bar{\mu}^{\prime} \perp \int_{0}^{1}(W(u)-\bar{W})(d W)^{\prime},
$$

and

$$
T^{-\frac{1}{2}} \mu^{\prime} S_{10}=T^{-1} \sum_{l=1}^{T} \bar{\mu}^{\prime}\left(X_{t-1}-\bar{X}_{T}\right) \varepsilon_{t} T^{\prime} T^{-\frac{1}{2}} \xrightarrow{w} \int_{0}^{1}(u-1 / 2)(d W)^{\prime},
$$

and finally $S_{00} \xrightarrow{P} \Omega$.
We combine these results by introducing the matrix ${ }_{B_{T}}=\left(\bar{\mu}_{\perp}, T^{-\frac{1}{2}}{ }^{\mu}\right)$ and the process $G=\left(G_{1}^{\prime}, G_{2}^{\prime}\right)^{\prime}$ with components

$$
\begin{aligned}
& G_{1}(u)=\bar{\mu}^{\prime} \perp(W(u)-\bar{W}), \\
& G_{2}(u)=u-1 / 2 .
\end{aligned}
$$

We then get the results from Lemma 10.3

$$
\begin{array}{rll}
T^{-1} B^{\prime}{ }_{T} S_{11} B_{T} \longrightarrow & w & \int_{0}^{1} G G^{\prime} d u \\
B^{\prime}{ }_{T} S_{10} \longrightarrow & w & \int_{0}^{1} G(d W)^{\prime}
\end{array}
$$

It is seen that again $S_{11}$ tends to infinity which implies that the eigenvalues $\hat{\lambda}_{i}$ of equation (11.2) tend to zero, and that the test statistic has the same limit distribution as

$$
\begin{array}{rlrl}
\operatorname{Ttr}\left\{S_{11}^{-1} S_{10} S_{00}^{-1} S_{01}\right\} & =\operatorname{tr}\left\{\left[T^{-1} B^{\prime}{ }_{T} S_{11} B_{T}\right]^{-1} B^{\prime}{ }_{T} S_{10} S_{00}^{-1} S_{01} B_{T}\right\} \\
& \longrightarrow & w & \operatorname{tr}\left\{\left[\int_{0}^{1} G G^{\prime} d u\right]^{-1} \int_{0}^{1} G(d W)^{\prime} \Omega^{-1} \int_{0}^{1}(d W) G^{\prime}\right\}
\end{array}
$$

This quantity is invariant under linear transformations of $G$ and $W$. We therefore define the standard Brownian motion $B=\left(B_{1}^{\prime}, B_{2}^{\prime}\right)$ ' as follows

$$
\begin{aligned}
& B_{1}(u)=\left(\bar{\mu}_{\perp}^{\prime} \Omega \bar{\mu}_{\perp}\right)^{-\frac{1}{2}-\mu^{\prime}}{ }_{\perp} W(u) \\
& B_{2}(u)=\left(\bar{\mu}^{\prime} \Omega^{-1} \bar{\mu}\right)^{-\frac{1}{2}}-\mu^{\prime} \Omega^{-1} W(u)
\end{aligned}
$$

such that $B$ is a linear transformation of $W$ and has variance $I$. Similarly we define the process $F=\left(F_{1}, F_{2}\right)^{\prime}$ by

$$
\begin{aligned}
& F_{1}(u)=B_{1}-\bar{B}=\left(\bar{\mu}_{\perp}^{\prime} \Omega \bar{\mu}_{\perp}\right)^{-\frac{1}{2}} G_{1}(u) \\
& F_{2}(u)=u-\frac{1}{2}=G_{2}(u)
\end{aligned}
$$

Note that $F$ is a linear transformation of $G$. Applying these transformations and using the invariance of the test statistic under linear transformations we find that the limit distribution of the trace test statistic where we correct for the intercept has the form

$$
\begin{equation*}
\operatorname{tr}\left\{\int_{0}^{1}(d B) F^{\prime}\left[\int_{0}^{1} F F^{\prime} d u\right]^{-1} \int_{0}^{1} F(d B)^{\prime}\right\} \tag{11.7}
\end{equation*}
$$

This limit distribution is the most general form we get in the context of testing for cointegration and it depends on the degrees of freedom but also on the choice of $F$. The distribution is non-standard and has to be tabulated by simulation, see Chapter 15.

The process $F$ reflects the properties of the process $X$, in the sense that in one direction it behaves like a trend and orthogonal to this it behaves like a random walk. The process is corrected for its mean as is $X$, in the statistical calculation. Thus the presence of the linear term in the model changes the statistical calculations by correcting the processes $X$, and $\Delta X$, for their mean and it changes the limit process $F$ by making it linear in one component. In the univariate case only the linear part of the process $F$ is present and we find an expression which is just a $\chi^{2}(1)$.

$$
\begin{aligned}
& \operatorname{tr}\left\{\int_{0}^{1}(d B) F^{\prime}\left[\int_{0}^{1} F F^{\prime} d u\right]^{-1} \int_{0}^{1} F(d B)^{\prime}\right\} \\
& =\left[\int_{0}^{1}\left(u-\frac{1}{2}\right)(d B)\right]^{2} / \int_{0}^{1}\left(u-\frac{1}{2}\right)^{2} d u
\end{aligned}
$$

Note that if we investigate the limit distribution of the test statistic (11.1) with the parameter value $\mu=0$, then the process $X$, has no linear trend and the above argument has to be modified. The limit distribution is given by (11.7) but now with $F=B-\bar{B}$, since $X$, is corrected for an
intercept. This limit distribution has broader tails than (11.7), which is unfortunate since it means that under the hypothesis $\Pi=0$, there are two different limit distributions, which means that not even in the limit the test is similar. This leads to complications in the procedure for testing for cointegrating rank which will be dealt with in Chapter 12.

Next we turn to the formulation of the general result for the test for cointegration.

### 11.2 The Limit Distribution of the Test for Cointegrating Rank

In this section we consider the full model

$$
\begin{equation*}
\Delta X_{t}=\Pi X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\mu_{0}+\mu_{1} t+\varepsilon_{t} \tag{11.8}
\end{equation*}
$$

and the hypothesis $\Pi=\alpha \beta^{\prime}$ for $\alpha$ and $\beta$ of dimension $p \times r$ as well as the submodels discussed in Chapter 5 defined by restrictions on $\mu_{0}$ and $\mu_{1}$. We find the limit distribution under various assumptions on the process $X$, the main one being that there are no $I(2)$ processes present, see Theorem 4.2 , that is, that $\alpha_{1}^{\prime} \Gamma \beta_{1}$ is of full rank. The limit distribution is independent of the choice of $\Gamma_{1}, \ldots, \Gamma_{k-1}$ as long as the assumptions of Theorem 4.2 are satisfied, but depends on the rank of $\alpha$ and $\beta$ and to some extent on the value of $\mu_{0}$ and $\mu_{1}$. We apply the notation from Chapter 6 for the various models defined by restrictions on the deterministic terms. In order not to overburden the notation we assume throughout that $\alpha$ and $\beta$ have full rank $r$ and that the process $X_{\text {, is }} I(1)$. We can then prove

THEOREM 11.1 The limit distribution of the likelibood ratio test statistic for the hypothesis $\Pi=\alpha \beta$ where $\alpha$ and $\beta$ are $p \times r$ is in general given by the $D F$ distribution with $p-r$ degrees of freedom

$$
\begin{equation*}
\operatorname{tr}\left\{\int_{0}^{1}(d B) F^{\prime}\left[\int_{0}^{1} F F^{\prime} d u\right]^{-1} \int_{0}^{1} F(d B)^{\prime}\right\} \tag{11.9}
\end{equation*}
$$

where $B$ is a $p-r$ dimensional Brownian motion on the unit interval and $F$ depends on $B$ and on the model in which the bypothesis is being tested. If the deterministic term is $\mu_{t}=\mu_{0}+\mu_{1} t$, and if $\alpha_{+}^{\prime} \mu_{1} \neq 0$ then

$$
\begin{align*}
F_{i}(u) & =B_{i}(u)-a_{i}-b_{i} u, i=1, \ldots, p-r-1, \\
F_{p-r}(u) & =u^{2}-a-b u, \tag{11.10}
\end{align*}
$$

where the random coefficients $(a, b, a, b, i=1, \ldots, p-r-1)$ are found by correcting $u^{2}$ and $B_{i}(u)$ for a linear trend and a constant. The distribution
is tabulated by simulation in Chapter15, Table15.5. If $\alpha_{\perp}^{\prime} \mu_{1}=0$, there is no quadratic trend and we define $F_{i}=B_{i}-a_{i}-b \mu, i=$ $1, \ldots, p-r$.
If the deterministic term is $\mu_{t}=\mu_{0}+\alpha \varrho_{1} t$ then

$$
\begin{align*}
F_{i}(u) & =B_{i}(u)-a_{i}, i=1, \ldots, p-r, \\
F_{p-r+1}(u) & =u-a \tag{11.11}
\end{align*}
$$

where the random coefficients $(a, a, i=1, \ldots, p-r)$ are found by correcting $u$ and $B_{i}(u)$ for a constant. The distribution is tabulated by simulation in Chapter15, Table15.4.

If the deterministic term is $\mu_{t}=\mu_{0}$, and $\alpha_{+}^{\prime} \mu_{0} \neq 0$,

$$
\begin{align*}
F_{i}(u) & =B_{i}(u)-a_{i, i}=1, \ldots, p-r-1, \\
F_{p-r}(u) & =u-a \tag{11.12}
\end{align*}
$$

where the random coefficients $\left(a, a_{n}, i=1, \ldots, p-r-1\right)$ are found by correcting u respectively $B_{i}(u)$ for a constant. The distribution is tabulated by simulation in Chapter15, Table15.3. If $\alpha_{1}^{\prime} \mu_{0}=0$ there is no trend in the process and we can take $F_{i}=B_{i}-a_{i}, i=1, \ldots$, $p-r$.
If the deterministic term is $\mu_{t}=\alpha \varrho_{0}$ then

$$
\begin{align*}
F_{i}(u) & =B_{i}(u), i=1, \ldots, p-r \\
F_{p-r+1}(u) & =1 \tag{11.13}
\end{align*}
$$

The distribution is tabulated by simulation in Chapter15, Table15.2.
If the deterministic term is $\mu_{t}=0$, then

$$
\begin{equation*}
F_{i}(u)=B_{i}(u), i=1, \ldots, p-r \tag{11.14}
\end{equation*}
$$

The distribution is tabulated by simulation in Chapter15, Table15.1.
Finally all tests are consistent, in the sense that if the parameter is a point in the alternative then the power tends to 1.
The proof will be given below, but some comments will be given here. Note that the limit distribution has the same form (11.9) in all cases. Note that the statistical model $H(r)$, say, has freely varying parameters but that the limit distribution of the test statistic depends not only on the number of common trends but also on whether $\alpha_{+}^{\prime} \mu_{1}=0$ or not. We have chosen to simulate the asymptotic distribution only in the generic case of full rank of $\alpha$ and $\beta$ and such that $\alpha_{1}^{\prime} \mu_{1} \neq 0$, and $\alpha_{1}^{\prime} \mu_{0} \neq 0$. Take for instance the test for $H(r)$ in $H(p)$. The test statistic is calculated by first correcting for a constant and a linear term, and it is defined as the sum of the smallest $p-r$ eigenvalues of a suitable eigenvalue problem. If in fact $\alpha$ or $\beta$ has rank
$s<r$, then the limit distribution is not given by (11.9) but rather as the sum of the smallest $p-r$ eigenvalues of an eigenvalue problem

$$
\left|\rho \int_{0}^{1} F F^{\prime} d u-\int_{0}^{1} F(d B)^{\prime} \int_{0}^{1}(d B) F^{\prime}\right|=0
$$

where $F$ consists of a $p-s$ dimensional Brownian motion and where the last component is $u^{2}$, all corrected for a constant and a linear term, see exercise 11.3 for an example. Similarly if in fact $\alpha_{1}^{\prime} \mu_{1}=0$, such that no quadratic trend appears, the limit distribution again has to be modified, since the quadratic trend does not appear. These exceptional cases form a small subset of the parameter set defined by the model, and we discuss in Chapter 12 how they influence the determination of the cointegrating rank. Basically we assert that if there is any doubt in practice if, say, $\alpha_{1}^{\prime} \mu_{1}=0$ or not this should be tested and included in the determination of the cointegrating rank.

Proof We next turn to the proof of Theorem 11.1, that is, we want to focus on the proof of (11.9) in the case where $F$ is given by (11.12) since the other cases are entirely similar. The likelihood ratio test statistic of $H_{1}(r)$ in $H_{1}(p)$ is given in the form

$$
\begin{equation*}
-2 \log Q\left(H_{1}(r) \mid H_{1}(p)\right)=-T \sum_{i=r+1}^{p} \log \left(1-\hat{\lambda}_{i}\right), \tag{11.15}
\end{equation*}
$$

where the eigenvalues $\hat{\lambda}_{r+1}, \ldots, \hat{\lambda}_{p}$ are the smallest solutions to the equation

$$
\begin{equation*}
\left|\lambda S_{11}-S_{10} S_{00}^{-1} S_{01}\right|=0 \tag{11.16}
\end{equation*}
$$

see (6.15). Let $S(\lambda)=\lambda S_{11}-S_{10} S_{00}^{-1} S_{01}$. We apply Lemma 10.3 to investigate the asymptotic properties of $S(\lambda)$ and use the fact that the ordered solutions of (11.2) are continuous functions of the coefficient matrices.

We then find from Lemma 10.3, that for $B_{T}=\left(\bar{y}, T^{-\frac{1}{2}} \bar{T}\right)$ and $A_{T}=\left(\beta, T^{-\frac{1}{2}} B_{T}\right)$ we get

$$
\begin{gather*}
\left|A_{T}^{\prime}(S(\lambda)) A_{T}\right| \xrightarrow{w}\left|\left[\begin{array}{cc}
\lambda \Sigma_{\beta \beta} & 0 \\
0 & \lambda \int_{0}^{1} G G^{\prime} d u
\end{array}\right]-\left[\begin{array}{cc}
\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta} & 0 \\
0 & 0
\end{array}\right]\right| \\
=\left|\lambda \Sigma_{\beta \beta}-\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta}\right|\left|\lambda \int_{1}^{0} G G^{\prime} d u\right| . \tag{11.17}
\end{gather*}
$$

This equation has $p-r$ zero roots and $r$ positive roots given by the solutions of

$$
\begin{equation*}
\left|\lambda \Sigma_{\beta \beta}-\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta}\right|=0 \tag{11.17}
\end{equation*}
$$

This shows that the $r$ largest solutions of (11.2) converge to the roots of $(11.17)$ and that the rest converge to zero.

Next consider the decomposition

$$
\begin{align*}
& \left|\left(\beta, B_{T}\right)^{\prime} S(\lambda)\left(\beta, B_{T}\right)\right|=\left|\left[\begin{array}{cc}
\beta^{\prime} S(\lambda) \beta & \beta^{\prime} S(\lambda) B_{T} \\
B_{T}^{\prime} S(\lambda) \beta & B^{\prime}{ }_{T} S(\lambda) B_{T}
\end{array}\right]\right| \\
& =\left|\beta^{\prime} S(\lambda) \beta\right|\left|B_{T}^{\prime}\left\{S(\lambda)-S(\lambda) \beta\left[\beta^{\prime} S(\lambda) \beta\right]^{-1} \beta^{\prime} S(\lambda)\right\} B_{T}\right| \tag{11.18}
\end{align*}
$$

and let $T \rightarrow \infty$ and $\lambda \rightarrow 0$, such that $\varrho=T \lambda$ is fixed. From Lemma 10.3 it follows that

$$
\begin{equation*}
\beta^{\prime} S(\lambda) \beta=\rho T^{-1} \beta^{\prime} S_{11} \beta-\beta^{\prime} S_{10} S_{00}^{-1} S_{01} \beta=-\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta}+o_{P}(1) \tag{11.19}
\end{equation*}
$$

since the first term tends to zero, which shows that in the limit the first factor in (11.18) has no roots. In order to investigate the next factor we note the following consequence of Lemma 10.3:

$$
\begin{align*}
B_{T}^{\prime} S(\lambda) \beta & =\rho T^{-1} B_{T}^{\prime} S_{11} \beta-B^{\prime}{ }_{T} S_{10} S_{00}^{-1} S_{01} \beta \\
& =-B_{T}^{\prime} S_{10} \Sigma_{00}^{-1} \Sigma_{0 \beta}+o_{P}(1) . \tag{11.20}
\end{align*}
$$

Inserting (11.19) and (11.20) into the second factor in (11.18) we find

$$
\begin{aligned}
& B_{T}^{\prime}\left\{S(\lambda)-S(\lambda) \beta\left[\beta^{\prime} S(\lambda) \beta\right]^{-1} \beta^{\prime} S(\lambda)\right\} B_{T} \\
= & \rho T^{-1} B^{\prime}{ }_{T} S_{11} B_{T}-B_{T}^{\prime} S_{10} N S_{01} B_{T}+o_{P}(1)
\end{aligned}
$$

where $N$ is a notation for the matrix

$$
N=\Sigma_{00}^{-1}-\Sigma_{00}^{-1} \Sigma_{0 \beta}\left[\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta}\right]^{-1} \Sigma_{\beta 0} \Sigma_{00}^{-1}
$$

By Lemma 10.1 this matrix equals

$$
\alpha_{\perp}\left(\alpha_{\perp}^{\prime} \Omega \alpha_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}=\alpha_{\perp}\left(\operatorname{Var}\left(\alpha_{\perp}^{\prime} W\right)\right)^{-1} \alpha_{\perp}^{\prime}
$$

which shows that the limit distribution of $B_{T}^{\prime} S_{10} \alpha_{\perp}=B_{T}^{\prime}\left(S_{10}-S_{11} \beta \alpha^{\prime}\right) \alpha_{\perp}$ can be found from Lemma 10.3, that is,

$$
B^{\prime}{ }_{T} S_{10} \alpha_{\perp} \xrightarrow{w} \int_{0}^{1} G(d W)^{\prime} \alpha_{\perp}
$$

Finally Lemma 10.3 implies that

$$
T^{-1} B_{T}^{\prime} S_{11} B_{T} \xrightarrow{w} \int_{0}^{1} G G^{\prime} d u
$$

The above results imply that the $p-r$ smallest solutions of (11.2) normalized by $T$ converge to those of the equation

$$
\begin{equation*}
\left|\rho \int_{0}^{1} G G^{\prime} d u-\int_{0}^{1} G(d W)^{\prime} \alpha_{\perp}\left(\operatorname{Var}\left(\alpha_{\perp}^{\prime} W\right)\right)^{-1} \alpha_{\perp}^{\prime} \int_{0}^{1}(d W) G^{\prime}\right|=0 . \tag{11.20}
\end{equation*}
$$

In order to simplify this expression note that the roots are invariant to linear transformations of $G$ and of $\alpha_{\perp}, W$. Define therefore the standard Brownian motions

$$
\begin{aligned}
& B_{1}=\left(\bar{\gamma}^{\prime} C \Omega C^{\prime} \bar{\gamma}\right)^{-\frac{1}{2}} \bar{y}^{\prime} C W \\
& B_{2}=\left(\mu^{\prime} \alpha_{\perp}\left(\alpha_{\perp}^{\prime} \Omega \alpha_{\perp}\right)^{-1} \alpha_{\perp}^{\prime} \mu\right)^{-\frac{1}{2}} \mu^{\prime} \alpha_{\perp}\left(\alpha_{\perp} \Omega \alpha_{\perp}\right)^{-1} \alpha_{\perp} W
\end{aligned}
$$

It is seen that $B=\left(B_{1}^{\prime}, B_{2}^{\prime}\right)^{\prime}$ is a standard Brownian motion since the covariance between $B_{1}$ and $B_{2}$ contains the factor

$$
\mu^{\prime} \alpha_{\perp}\left(\alpha_{\perp}^{\prime} \Omega \alpha_{\perp}\right)^{-1} \alpha_{\perp}^{\prime} \Omega C^{\prime} \gamma=\mu^{\prime} C^{\prime} \gamma=r^{\prime} \gamma=0
$$

where the last equality follows by the choice of $\gamma$. The process $B=\left(B_{1}^{\prime}, B_{2}\right)^{\prime}$ is a linear function of $\alpha_{1}^{\prime} W$, and can be inserted instead of this process into (11.20). We also see that with the definition $F_{1}=B_{1}-\bar{B}_{1}$ and $F_{2}=G_{2}$, we can express the equation (11.20) as

$$
\begin{equation*}
\left|\rho \int_{0}^{1} F F^{\prime} d u-\int_{0}^{1} F(d B)^{\prime} \int_{0}^{1}(d B) F^{\prime}\right|=0 \tag{11.21}
\end{equation*}
$$

where $F$ is given by (11.12). This equation has $p-r$ roots. Thus we have seen that the $p-r$ smallest roots of (11.2) decrease to zero at the rate $T^{-1}$ and that $T \hat{\lambda}$ converges to the roots of (11.21). From the expression for the likelihood ratio test statistic (11.15) we find that

$$
\begin{aligned}
2 \log Q\left(H_{1}(r) \mid H_{1}(p)\right) & =T \sum_{i=r+1}^{p} \hat{\Lambda}_{i}+o_{P}(1) \longrightarrow \quad \sum_{i=r+1}^{p} \rho_{i} \\
& =\operatorname{tr}\left\{\int_{0}^{1}(d B) F^{\prime}\left[\int_{0}^{1} F F^{\prime} d u\right]^{-1} \int_{0}^{1} F(d B)^{\prime}\right\},
\end{aligned}
$$

which is the desired result.
Next note that if $\alpha_{1}^{\prime} \mu=0$ there is no trend in the process and we need not take it into account in the discussion of the derivation of the limit result. Thus we can take $\gamma=\beta_{\perp}$ in the proof above and find the same result but with $F=B-\bar{B}$. The proof of the results for $H(r)$ where $F$ is given by (11.10) is similar. The same holds for the proof of the result about $H_{2}(r)$ where the constant term is absent. As a final remark note that if the parameter is a point in the alternative then we have more than $r$ cointegrating relations, and $\hat{\lambda}_{r+1}$ is positive in the limit. Hence

$$
-2 \quad \log \quad Q\left(H_{1}(r) \mid H_{1}(p)\right) \geq-T \quad \log \left(1-\hat{\lambda}_{r+1}\right) \stackrel{P}{\rightarrow} \infty .
$$

This shows that any test based upon $\left\{-2 \log Q\left(H_{1}(r) \mid H_{1}(p)\right) \geq c\right\}$ will have asymptotic power 1 .

Corollary 11.2 The likelihood ratio test in $H(r)$ that the quadratic trend is absent: $\alpha_{\perp}^{\prime} \mu_{1}=0$ satisfies

$$
-2 \quad \log \quad Q\left(H^{*}(r) \mid H(r)\right) \xrightarrow{w} \chi^{2}(p-r)
$$

The likelihood ratio test in $H_{1}(r)$ that the linear trend is absent: $\alpha_{\perp}^{\prime} \mu_{0}=0$ satisfies

$$
-2 \quad \log \quad Q\left(H_{1}^{*}(r) \mid H_{1}(r)\right) \stackrel{w}{\rightarrow} \chi^{2}(p-r)
$$

Proof We prove the result for $H_{1}(r)$. We first note that the parameter space of $H_{1}^{*}(p)$ is dense in that of $H_{1}(p)$. In order to see that, take any parameter value $\mu_{0}$ and $\Pi$ in $H_{1}(p)$. If $\Pi$ has full rank then $\alpha_{\perp}=0$ such that the condition $\alpha_{\perp}^{\prime}$ $\mu_{0}=0$ is satisfied. Hence $\left(\mu_{0}, \Pi\right)$ is a point in $H_{1}^{*}(p)$. If $\Pi$ has reduced rank, we can find a full rank matrix $\tilde{\Pi}$ as close to $\Pi$ as we wish, but then $\left(\left(\mu_{0}, \Pi\right)\right)$ is a parameter point in $H_{1}^{*}(p)$ which is close to $\left(\mu_{0}, \Pi\right)$. Thus maximizing over $H_{1}(p)$ will lead to the same maximum, since the parameter points which are in $H_{1}(p)$ but not in $H_{1}^{*}(p)$ comprise a very small set.

This proves that

$$
\left|S_{00}\right| \prod_{i=1}^{p}\left(1-\hat{\lambda}_{i}\right)=L_{\max }^{-\frac{2}{T}}\left(H_{1}(p)\right)=L_{\max }^{-\frac{2}{T}}\left(H_{1}^{*}(p)\right)=\left|S_{00}^{*}\right|_{i=1}^{p}\left(1-\lambda_{i}^{*}\right) .
$$

Next consider

$$
\begin{aligned}
Q^{-2 / T}\left(H_{1}^{*}(r) \mid H_{1}(r)\right) & =L_{\max }^{-2 / T}\left(H_{1}^{*}(r)\right) / L_{\max }^{-2 / T}\left(H_{1}(r)\right) \\
& =Q^{-2 / T}\left(H_{1}^{*}(r) \mid H_{1}^{*}(p)\right) / Q^{-2 / T}\left(H_{1}(r) \mid H_{1}(p)\right) \\
& =\Pi_{i=r+1}^{p}\left(1-\hat{\lambda}_{i}\right) / \prod_{i=r+1}^{p}\left(1-\lambda_{i}^{*}\right)
\end{aligned}
$$

This shows that

$$
\begin{aligned}
& -2 \quad \log \quad Q\left(H_{1}^{*}(r) \mid H_{1}(r)\right) \\
& =2 \quad \log \quad Q\left(H_{1}(r) \mid H_{1}(p)\right)-2 \quad \log \quad Q\left(H_{1}^{*}(r) \mid H_{1}^{*}(p)\right) \\
& =T \sum_{i=r+1}^{p} \log \left(\left(1-\hat{\lambda}_{i}\right) /\left(1-\lambda_{i}^{*}\right)\right) .
\end{aligned}
$$

By the results in the proof of Theorem 11.1 we find that the limit distribution can be expressed by the $p-r$ dimensional Brownian motion $B$ as

$$
\begin{align*}
& -\int_{0}^{1}(d B)(B-\bar{B})^{\prime}\left[\int_{0}^{1}(B-\bar{B})(B-\bar{B})^{\prime}\right]^{-1} \int_{0}^{1}(B-\bar{B})(d B)^{\prime} \\
& +\int_{0}^{1}(d B)\left(B^{\prime}, 1\right)\left[\int_{0}^{1}\left(B^{\prime}, 1\right)^{\prime}\left(B^{\prime}, 1\right) d u\right]^{-1} \int_{0}^{1}\left(B^{\prime}, 1\right)^{\prime}(d B)^{\prime} \\
& =\int_{0}^{1}(d B)\left[\int_{0}^{1} 1 d u\right]^{-1} \int_{0}^{1}(d B)^{\prime} . \tag{11.22}
\end{align*}
$$

We have here used the identity

$$
\begin{gathered}
{\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right],\left[\begin{array}{cc}
A & B \\
B^{\prime} & D
\end{array}\right]^{-1}\left[\begin{array}{l}
Y_{1} \\
Y_{2}
\end{array}\right]} \\
=X_{1} A^{-1} Y_{1}+\left(X_{2}-B^{\prime} A^{-1} X_{1}\right)^{\prime}\left(D-B^{\prime} A^{-1} B\right)^{-1}\left(Y_{2}-B^{\prime} A^{-1} Y_{1}\right) .
\end{gathered}
$$

Taking the trace of (11.22) the right hand side is $\chi^{2}(p-r)$. The proof for $H(r)$ is similar.

THEOREM 11.3 The likelibood ratio test of $H_{1}(r)$ in $H^{*}(r)$, that is $\alpha^{\prime} \mu_{1}=0$, or that the trend stationary linear combinations are in fact stationary, satisfies

$$
-2 \log Q\left(H_{1}(r) \mid H^{*}(r)\right) \xrightarrow{w} X^{2}(r) .
$$

The likelibood ratio test of $H_{2}(r)$ in $H_{1}^{*}(r)$, that is $\alpha^{\prime} \mu_{0}=0$, or that all stationary linear combinations bave mean zero, satisfies

$$
-2 \quad \log Q\left(H_{2}(r) \mid H_{1}^{*}(r)\right) \xrightarrow{w} X^{2}(r) .
$$

Proof The model $H^{*}(r)$ is given by the equations

$$
\begin{aligned}
\Delta X_{t} & =\alpha \beta^{\prime} X_{t-1}+\mu_{0}+\alpha \rho_{1} t+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\varepsilon_{t} \\
& =\alpha \beta^{*} X_{t-1}^{*}+\mu_{0}+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\varepsilon_{t}
\end{aligned}
$$

where $\beta^{* \prime}=\left(\beta^{\prime}, \varrho_{1}\right)$ and $X_{t-1}^{* *}=\left(X^{\prime}{ }_{t-1}, t\right)$. Thus the test of $H_{1}(r)$ is the test that $\varrho_{1}=0$ and is really a test $\beta^{*}$ of the form $\beta^{*}$ $=H \phi$. Thus the test statistic is given by

$$
-2 \log Q\left(H_{1}(r) \mid H^{*}(r)\right)=T \sum_{i=1}^{r} \log \left(1-\hat{\lambda}_{i}\right) /\left(1-\lambda_{i}^{*}\right)
$$

where $\hat{\lambda}_{i}$ solves (6.15) and $\lambda_{i}^{*}$ the corresponding eigenvalue problem based upon $X_{t}^{*}$. The asymptotic distribution is then found by the same methods as explained in Chapter 13 in the proof of Theorem 13.9.

The difficulty in understanding and applying these results is in keeping the distinction between the statistical model as defined by its parameter space and the data-generating process as specified by the parameter value.

In constructing a statistical test we apply the maximum of the likelihood function over the parameter space with and without parameter constraints, but when calculating the distribution of the test we need to specify the actual parameter value. Unfortunately it turns out that the same statistic can have not only different distributions under the null hypothesis, but also different limit distributions. Thus the statistic derived allowing for a linear trend has a different limit distribution if the trend is actually absent. This should not be confused with the fact that if the statistical model specifies the absence of the trend then clearly a different statistic is derived.

### 11.3 Asymptotic Properties of the Test for $I(2)$

We want to give an indication of the properties of the test for $I(2)$ as derived in Chapter 9, by discussing the proof of Theorem 9.2. Let us first consider the situation where ( $\alpha, \beta, r$ ) are known, just as in the derivation of the test statistic. In this case $Q_{r, s}^{*}$ will have the limit distribution given by (11.13) since the analysis of (9.3) is an $I(1)$ analysis with restricted constant term. It turns out that this result holds even if $(\alpha, \beta)$ are estimated by an $I(1)$ analysis disregarding the possibility of $I(2)$. We shall not give the proof of this result which requires that we go into the asymptotics of $I(2)$ processes, but refer to Johansen (1995a) and Paruolo (1995b) for a more complete discussion.

In the proof of Theorem 9.2 given now we thus assume that $Q_{r, s}^{*}$ has the limit distribution as given by (11.13) if model $H_{r, s}^{* 0}$ holds. The set $A$, on which we choose $r$ cointegrating relations and no $I(2)$ components is given by

$$
\begin{gathered}
Q_{i} \geq c_{p-i}(\delta), i=0, \ldots, r-1, Q_{r}<c_{p-r}(\delta), \\
Q_{r, i}^{*} \geq c_{p-r-i}^{*}(\delta), i=0, \ldots, p-r-1
\end{gathered}
$$

Proof of Theorem 9.2. Under $H_{r, p-r}^{0}$ we have $\operatorname{rank}(\alpha)=\operatorname{rank}(\beta)=r$ and that $\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}$ has full rank such that no $I(2)$ components are present. It then follows from Lemma 12.1 that

$$
Q_{i} \stackrel{P}{\rightarrow} \infty, i=0, \ldots, r-1, Q_{r, i}^{*} \xrightarrow{P} \infty, i=0, \ldots, p-r-1 .
$$

Hence

$$
\lim _{T \rightarrow \infty} P\left(A_{r}\right)=\lim _{T \rightarrow \infty} P\left(Q_{r}<c_{p-r}(\delta)\right)=1-\delta
$$

by the choice of the quantile.
If $H(p) \backslash H(r)$ holds then the cointegrating rank is larger than $r$ and in this case $Q_{r} \xrightarrow{P}$ which shows that

$$
\lim _{T \rightarrow \infty} P\left(A_{r}\right) \leq \lim _{T \rightarrow \infty} P\left(Q_{r}<c_{p-r}(\delta)\right)=0 .
$$

Finally assume that $H_{r}^{0}$ and that there is no quadratic trend. Then $H_{r, s}^{*}$ holds for some $s=0, \ldots, p-r-1$, and

$$
\lim _{T \rightarrow \infty} P\left(A_{r}\right) \leq \lim _{T \rightarrow \infty} P\left(Q_{r, s}^{*} \geq c_{p-r-s}^{*}(\delta)\right)=\delta .
$$

This completes the proof of Theorem 9.2.

### 11.4 Exercises

## 11.1

Consider the model

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\mu+\varepsilon_{t,}
$$

and the test statistic of the hypothesis $H_{1}(r)$ in $H_{1}(p)$, see Chapter 5. In Chapters 10 and 11 the asymptotic properties of $X_{n}, S_{i,}$, and the test statistic $-2 \log Q\left(H_{1}(r) \mid H_{1}(p)\right)$ were discussed under the assumption that $\operatorname{rank}(\alpha)=\operatorname{rank}(\beta)=r$ and that $\alpha_{\perp}^{\prime} \mu \neq 0$. In the following assume that $\alpha_{\perp}^{\prime} \mu=0$.

1. Show that

$$
T^{-\frac{1}{2}} \beta^{\prime}{ }_{\perp} X_{[T u]} \xrightarrow{w} \beta^{\prime}{ }_{\perp} C W(u) .
$$

2. Show that

$$
\begin{array}{lcc}
T^{-1} \beta^{\prime}{ }_{\perp} S_{11} \beta_{\perp} \longrightarrow & w & \beta^{\prime}{ }_{\perp} C \int_{0}^{1}(W(u)-\bar{W})(W(u)-\bar{W})^{\prime} d u C^{\prime} \beta_{\perp}, \\
\beta^{\prime}{ }_{\perp} S_{10} \alpha_{\perp} \longrightarrow & w & \beta^{\prime}{ }_{\perp} C \int_{0}^{1}(W-W)(d W)^{\prime} \alpha_{\perp} .
\end{array}
$$

3. Finally show that

$$
-2 \log Q\left(I I_{1}(r) \mid I_{1}(p)\right) \xrightarrow{w} t r\left\{\int_{0}^{1}(d B) F^{\prime}\left[\int_{0}^{1} F F^{\prime} d u\right]^{-1} \int_{0}^{1} F(d B)^{\prime}\right\}
$$

where $F=B-\bar{B}$.

## 11.2

Consider instead the model

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\alpha \rho_{0}+\varepsilon_{t},
$$

and the test statistic of the hypothesis $H_{1}^{*}(r)$ in $H_{1}^{*}(p)$, see Chapter 5.
Assume again that $\operatorname{rank}(\alpha)=\operatorname{rank}(\beta)=r$.

1. Show that

$$
T^{-\frac{1}{2}} \beta^{\prime}{ }_{\perp} X_{[T u]} \xrightarrow{w} \beta^{\prime}{ }_{\perp} C W(u) .
$$

2. Show that if $\bar{X}=T^{-1} \Sigma_{t=1}^{T} X_{t-1}$ and $\bar{\Delta} X=T^{-1} \Sigma_{t=1}^{T} \Delta X_{t}$, then

$$
S_{11}^{*}=\left[\begin{array}{cc}
S_{x x} & \bar{X} \\
\bar{X}^{\prime} & 1
\end{array}\right] \quad \text { and } \quad S_{10}^{*}=\left[\begin{array}{c}
S_{x 0} \\
\overline{\Delta X^{\prime}}
\end{array}\right] .
$$

Hence

$$
\begin{aligned}
& T^{-1}\left[\begin{array}{cc}
\beta_{\perp} & 0 \\
0 & T^{\frac{1}{2}}
\end{array}\right] S_{11}^{*}\left[\begin{array}{cc}
\beta_{\perp} & 0 \\
0 & T^{\frac{1}{2}}
\end{array}\right] \\
& \longrightarrow \quad{ }^{w} \\
& {\left[\begin{array}{cc}
\beta^{\prime}{ }_{\perp} C \int_{0}^{1} W W^{\prime} d u C^{\prime} \beta_{\perp} & \beta^{\prime}{ }_{\perp} C \int_{0}^{1} W(u) d u \\
\int_{0}^{1} W(u)^{\prime} d u C^{\prime} \beta_{\perp} & 1
\end{array}\right],} \\
& {\left[\begin{array}{cc}
\beta_{\perp} & 0 \\
0 & T^{\frac{1}{2}}
\end{array}\right]{ }^{\prime} S_{10}^{*} \alpha_{\perp} \longrightarrow} \\
& {\left[\begin{array}{c}
\beta^{\prime}{ }_{\perp} C \int_{0}^{1}(d W)^{\prime} \alpha_{\perp} \\
\int_{0}^{1}(d W)^{\prime} \alpha_{\perp}
\end{array}\right] .}
\end{aligned}
$$

3. Finally show that

$$
-2 \log Q\left(I I_{1}^{*}(r) \mid I_{1}^{*}(p)\right) \xrightarrow{w} \operatorname{tr}\left\{\int_{0}^{1}(d B) F^{\prime}\left[\int_{0}^{1} F F^{\prime} d u\right]^{-1} \int_{0}^{1} F(d B)^{\prime}\right\}
$$

where $F=\left(B^{\prime}, 1\right)$.
11.3

Consider the model

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\varepsilon_{t},
$$

and the test statistic of the hypothesis $H_{2}(r)$ in $H_{2}(p)$, see Chapter 5.
In Chapters 10 and 11 the asymptotic properties of the test statistic $-2 \log Q\left(H_{1}(r) \mid H_{1}(p)\right), X_{0}$, and $S_{i j}$ were discussed under the assumption that $\operatorname{rank}(\alpha)=\operatorname{rank}(\beta)=r$. In the following assume that $\operatorname{rank}(\alpha)=\operatorname{rank}(\beta)=0$.

1. Show that

$$
T^{-\frac{1}{2}} X_{[T u]} \xrightarrow{w} W(u) .
$$

2. Show that

$$
\begin{array}{lll}
T^{-1} S_{11} \longrightarrow & w & \int_{0}^{1} W(u) W(u)^{\prime} d u, \\
S_{10} \longrightarrow & w & \int_{0}^{1} W(d W)^{\prime}
\end{array}
$$

3. Finally show that

$$
-2 \log Q\left(I I_{2}(r) \mid I I_{2}(p)\right) \xrightarrow{w} \operatorname{tr}_{p-r}\left\{\int_{0}^{1}(d B) B^{\prime}\left[\int_{0}^{1} B B^{\prime} d u\right]^{-1} \int_{0}^{1} B(d B)^{\prime}\right\}
$$

that is, the sum of the $p-r$ smallest solutions of the equation

$$
\left|\lambda \int_{0}^{1} B B^{\prime} d u-\int_{0}^{1} B(d B)^{\prime} \int_{0}^{1}(d B) B^{\prime}\right|=0
$$

where $B$ is $p$-dimensional Brownian motion.

## 11.4

Consider next the model

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\mu+\Phi D_{t}+\varepsilon_{t},
$$

where $D_{\text {t }}$ are three quarterly dummies, which have been orthogonalized to the constant term, that is, they sum to zero over a year. Consider again the test statistic of the hypothesis $H_{1}(r)$ in $H_{1}(p)$, see Chapter 5, and assume that $\alpha$ and $\beta$ have full rank $r$, and that $\alpha^{\prime} \mu \neq 0$. Granger's theorem shows that

$$
X_{t}=c \sum_{i=1}^{t}\left(\varepsilon_{i}+\mu+\Phi D_{i}\right)+C_{0}(L)\left(\varepsilon_{t}+\mu+\Phi D_{t}\right)+P_{\beta_{\perp}} X_{0}
$$

for $C=\beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}$. Let $\tau=C \mu \neq 0$ and define the coordinate system $(\beta, \gamma, \tau)$ which spans $R^{p}$. The purpose of this exercise is to show that the seasonal dummies do not matter for the asymptotics, once they have been orthogonalized to the constant.

1. Show that (10.10) and (10.11) hold.
2. Use this to show that Lemma 10.3 holds.
3. Finally show that

$$
-2 \log Q\left(I_{1}(r) \mid I_{1}(p)\right) \xrightarrow{w} t r\left\{\int_{0}^{1}(d B) F^{\prime}\left[\int_{0}^{1} F F^{\prime} d u\right]^{-1} \int_{0}^{1} F(d B)^{\prime}\right\}
$$

where $F$ is given by (11.12), such that the conclusions of Theorem 11.1 hold.

## 11.5

Consider model $H_{2}(r)$, where $\Phi D_{t}=0$. Show that the asymptotic distribution of the test statistic $\lambda_{\max }$, see (6.19), is given as the smallest eigenvalue of the matrix

$$
\int_{0}^{1}(d B) B^{\prime}\left[\int_{0}^{1} B B^{\prime} d u\right]^{-1} \int_{0}^{1} B(d B)^{\prime}
$$

where $B$ is a $p-r$ dimensional standard Brownian motion.

## 12 Determination of Cointegrating Rank

This chapter contains a procedure for determining the cointegrating rank in the vector autoregressive model. In some cases there may be strong a priori beliefs about the value of the rank. In this case it is of course important to test this assumption against the data. Another situation is when little is known a priori, and the rank has to be determined mainly by the data. This situation can also be formulated as an estimation problem, see Theorems 12.3, 12.7, and 12.9.

In the presence of deterministic terms we meet the problem that the limit distribution under the null of cointegrating rank $r$ depends on nuisance parameters, namely the presence or absence of the trend and the value of the actual cointegrating rank, see Theorem 11.1. In this case we suggest a procedure, based on an idea of Pantula (1989), which, briefly explained, says that if the distribution of the test statistic for a given hypothesis depends on the parameter under the null hypothesis, then subhypotheses should be identified where the distribution is constant and has broader tails, and each of these should be tested. The hypothesis should then only be rejected if all the subhypotheses are also rejected. This idea is known from statistical literature, see Berger and Sinclair (1984). The results are taken from Johansen (1994b).

Another problem that we meet is that the hypothesis $H(r)$ is formulated as rank $(\Pi) \leq r$, which makes the hypotheses nested, but having found that $H(r)$ is consistent with the data we still want to know what the rank is. We therefore test successively the hypotheses $H(0), H(1), \ldots$, and this gives a consistent way of determining the rank.

In section 12.1 we treat the simplest case where there is no linear term in the model, since then the hypotheses are nested linearly. In section 12.2 we then give the general case of a constant term in the equation, and in section 12.3 we deal briefly with the case of a linear term in the equation.

The inference conducted here is asymptotic and simulations show that one can easily find situations in practice where the number of observations is not sufficient to apply the asymptotic results. One should also note that in testing for cointegrating rank $r$, one is testing for the number of common trends $p-r$ as well. Thus the final acceptance of the number $r$ should allow an interpretation of the number of cointegrating relations, but also be consistent with an interpretation of the number of common trends.

### 12.1 Model Without Constant Term

The model

$$
\begin{equation*}
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\varepsilon_{t} \tag{12.1}
\end{equation*}
$$

allows one to test $H_{2}(r)$ in $H_{2}(p)$ as described in Chapter 5. In Chapter 11 the asymptotic properties of the test statistic are derived under the assumption that the rank of $\alpha$ and $\beta$ is $r$. If in fact $\alpha$ and $\beta$ have lower rank $s<r$, then one can show, see exercise 11.3, that the limit distribution is different, that is, one can show the general result that

$$
\begin{aligned}
Q_{r} & =-2 \log Q\left(H_{2}(r) \mid H_{2}(p)\right) \\
& \stackrel{w}{\rightarrow \operatorname{tr}_{p-r}\left\{\int_{1}^{0}(d B) B^{\prime}\left[\int_{1}^{0} B B^{\prime} d u\right]-1 \int_{1}^{0} B(d B)^{\prime}\right\}}
\end{aligned}
$$

where $t_{p-r}$ is the sum of the $p-r$ smallest solutions of the equation

$$
\begin{equation*}
\left|\rho \int_{0}^{1} B B^{\prime} d u-\int_{0}^{1} B(d B)^{\prime} \int_{0}^{1}(d B) B^{\prime}\right|=0 \tag{12.2}
\end{equation*}
$$

and $B$ is $p-s$ dimensional Brownian motion, since under the assumption that $\alpha$ and $\beta$ have rank $s$ there are $p-s$ common trends.

The hypothesis $H_{2}(r)$ assumes that the rank is less than or equal to $r$. Thus when calculating the $p$-value

$$
\max _{\theta \in H_{2}(r)} P_{\theta}\left\{Q_{r} \geq c\right\}
$$

we also have to take into account the case where the rank is less than $r$. Simulations show that the distributions we find for rank of $\alpha$ and $\beta$ less than $r$ are shifted towards smaller values, and are hence not relevant for for calculating the $p$-value, and we therefore only give the tables for the situation of full rank of $\alpha$ and $\beta$.
Still if the test $Q$ is not rejected we only know that the cointegrating rank is $\leq r$. Therefore we suggest here a procedure which consists of first testing if the hypotheses $H_{2}(0), \ldots, H_{2}(r-1)$ give reasonable descriptions of the data. We define the critical value $c_{p-r}=c_{p-r}(\delta)$ from Table 15.1 by

$$
P_{\vartheta}\left\{Q_{r} \geq c_{p-r}\right\} \rightarrow \delta,
$$

when $\vartheta \varepsilon H_{2}(r)$ and $\alpha$ and $\beta$ have rank $r$. Thus ${\rho_{\beta-r}}$ is the $1-\delta$ quantile in the limit distribution given in Theorem 11.1, see (11.14).
All the calculations in the following depend on the result in
LEMMA 12.1 If the cointegrating rank is $r$ then $Q_{s} \xrightarrow{P} \rightarrow \infty$ if $s<r$.

Proof For $s<r$ we have

$$
\begin{equation*}
Q_{s}=-T \sum_{i=s+1}^{p} \log \left(1-\hat{\lambda}_{i}\right)=-T \sum_{i=s+1}^{r} \log \left(1-\hat{\lambda}_{i}\right)-T \sum_{i=r+1}^{p} \log \left(1-\hat{\lambda}_{i}\right) \tag{12.3}
\end{equation*}
$$

which shows that $\mathcal{Q}_{s} \rightarrow \infty$ since $\hat{\lambda}_{s+1}, \ldots, \hat{\lambda}_{r}$ have positive limits, see (11.17).

Theorem 12.2 The test that rejects $H_{2}(r)$ on the set

$$
\left\{Q_{0}>c_{p}, \ldots, Q_{r}>c_{p-r}\right\}
$$

has asymptotic size $\delta:$

$$
\lim _{T \rightarrow \infty} P_{\vartheta}\left\{Q_{0}>c_{p}, \ldots, Q_{r}>c_{p-r}\right\} \leq \delta, \vartheta \in H_{2}(r)
$$

where equality holds if rank $(\Pi)=r$. The asymptotic power is 1:

$$
\lim _{T \rightarrow \infty} P_{\vartheta}\left\{Q_{0}>c_{p}, \ldots, Q_{r}>c_{p-r}\right\}=1, \vartheta \notin H_{2}(r)
$$

Proof If $\vartheta \in H_{2}(r)$ then the corresponding $\Pi$-matrix has rank $s \leq r$. It then holds that

$$
P_{\vartheta}\left\{Q_{0}>c_{p}, \ldots, Q_{r}>c_{p-r}\right\} \leq P_{\vartheta}\left\{Q_{s}>c_{p-s}\right\},
$$

which converges towards $\delta$ by the constructions of $c_{p-s}$ If $\operatorname{rank}(\Pi)=r$, it follows from Lemma 12.1, that $\mathcal{Q}_{0}, \ldots, \mathcal{Q}_{r-1} \xrightarrow{P}$. Thus

$$
\lim _{T \rightarrow \infty} P_{\vartheta}\left\{Q_{0}>c_{p}, \ldots, Q_{r}>c_{p-r}\right\}=\lim _{T \rightarrow \infty} P_{\vartheta}\left\{Q_{r}>c_{p-r}\right\}=\delta .
$$

This shows that the size is $\delta$. Finally if $\vartheta \notin H_{2}(r)$ then $\operatorname{rank}(\Pi)>r$ and, by Lemma 12.1, $\mathcal{Q}_{0}, \ldots, Q_{r} \xrightarrow[\rightarrow \infty]{P}$, which shows that

$$
\lim _{T \rightarrow \infty} P_{\vartheta}\left\{Q_{0}>c_{p}, \ldots, Q_{r}>c_{p-r}\right\}=1,
$$

which shows that the asymptotic power for a fixed alternative is 1 .

Another way of stating these results is that one can construct an estimator for the cointegrating rank as follows: THEOREM 12.3 The estimator $\hat{r}$ of the cointegrating rank defined by

$$
\{\hat{r}=r\}=\left\{Q_{0}>c_{p}, \ldots, Q_{r-1}>c_{p-r+1}, Q_{r} \leq c_{p-r}\right\}
$$

has the property that for $\vartheta \in H_{2}(r) \backslash H_{2}(r-1)$, that is, rank $(\Pi)=r$,

$$
P_{\vartheta}\{\hat{r}=i\} \longrightarrow \begin{cases}0 & i=0, \ldots, r-1 \\ 1-\delta & i=r \\ \leq \delta & i=r+1, \ldots, p\end{cases}
$$

Proof If rank $(\Pi)=r$ it follows from Lemma 12.1 that $\mathcal{Q}_{0} \ldots, \mathcal{Q}_{r-1} \xrightarrow{P}$, such that for $i=0, \ldots, r-1$,

$$
P_{\vartheta}\{\hat{r}=i\} \leq P_{\vartheta}\left\{Q_{i} \leq c_{p-i}\right\} \rightarrow 0,
$$

whereas

$$
P_{\vartheta}\{\hat{r}=r\}=P_{\vartheta}\left\{Q_{0}>c_{p}, \ldots, Q_{r-1}>c_{p-r+1}, Q_{r} \leq c_{p-r}\right\}
$$

must have the same limit as $P_{s}\left\{Q_{r} \leq c_{p-r}\right\}$ which converges towards $1-\delta$ by the choice of $c_{p-r}$. Finally for $i=r+1, \ldots$, $p$ we find

$$
P_{\vartheta}\{\hat{r}=i\} \leq P_{\vartheta}\left\{Q_{0}>c_{p}, \ldots, Q_{i-1}>c_{p-i+1}\right\} \leq P_{\vartheta}\left\{Q_{r}>c_{p-r}\right\}
$$

which converges to $\delta$. This completes the proof of Theorem 12.3.

Thus in order to avoid the problem that the hypotheses of a given cointegrating rank are not nested, we suggest to formulate the hypotheses of interest as $\operatorname{rank}(\Pi) \leq r$, and to test $H_{2}(r)$ by first checking if $H_{2}(0), \ldots, H_{2}(r-1)$ are acceptable as descriptions of the data. Only if none of these can be used do we accept or reject $H_{2}(r)$ on the basis of the test statistic $Q$.

### 12.2 Model With a Constant Term

If we consider the model with unrestricted constant term

$$
\begin{equation*}
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\mu+\varepsilon_{t,} \tag{12.4}
\end{equation*}
$$

we need to discuss the test for cointegrating rank and the hypothesis about the absence of the trend $\left(\alpha_{\perp}^{\prime} \mu=0\right)$ at the same time, since the limit distribution of the test of cointegrating rank in (12.4), see (11.12), depends on the actual cointegrating rank and on the presence or absence of the trend, that is, on the condition $\alpha_{\perp}^{\prime} \mu \neq 0$. Hence we have to discuss the hypotheses $H_{1}(r)$ and $H_{1}^{*}(r)$ simultaneously. These hypotheses are no longer linearly ordered in a natural way, see Table 5.1, where we have

$$
\begin{aligned}
& H_{1}(0) \subset \ldots \subset H_{1}(r) \subset \ldots \subset H_{1}(p) \\
& \cup \cup \cup \\
& H_{1}^{*}(0) \subset \ldots \subset H_{1}^{*}(r) \subset \ldots \subset H_{1}^{*}(p) .
\end{aligned}
$$

Another situation occurs if we consider the model with restricted constant term $H_{1}^{*}(r)\left(\mu_{0}=\alpha \rho_{0}\right)$, that is, if we are willing to assume that there is no linear trend in the data. In this case the distributions of the test statistics do not depend on $\varrho_{0}$, and the hypotheses are nested as in the discussion in Section 12.1.

We first consider the case of the unrestricted constant and define the test statistics

$$
\begin{aligned}
Q_{r} & =-2 \log Q\left(H_{1}(r) \mid H_{1}(p)\right) \\
Q_{r}^{*} & =-2 \log Q\left(H_{1}^{*}(r) \mid H_{1}^{*}(p)\right)
\end{aligned}
$$

We let $c_{p-r}=c_{p-r}(\delta)$ denote the $1-\delta$ quantile in the limit distribution of $Q_{r}$ under the assumption that the rank of $\Pi$ is $r$ and that the trend is present. That is, $c_{p-r}$ is taken from Table 15.3.
Similarly we let $c_{p-r}^{*}=c_{p-r}^{*}(\delta)$ denote the $1-\delta$ quantile in the limit distribution of $Q_{r}^{*}$ when the rank of $\Pi$ is $r$ and the trend is absent, that is, taken from Table 15.2.

As stated in Theorem 11.1 the limit distribution of $Q$, depends on the presence or absence of the trend. Simulations show that the distribution of $Q_{\text {, if }}$ if trend is absent, has heavier right tails than the distribution given in Theorem 11.1 when the trend is present. In order to test the hypothesis $H_{1}(r)$ we need to bound the size of the test, that is, we want

$$
\begin{equation*}
\max _{\vartheta \varepsilon H_{1}(r)} P_{\vartheta}\left\{Q_{r} \geq c\right\} \tag{12.5}
\end{equation*}
$$

to be 5 per cent, say. This way we make sure that for any parameter value in the null hypothesis $H_{1}(r)$, the probability of rejecting the null is at most 5 per cent. Since the parameter values corresponding to $\alpha_{1}^{\prime} \mu=0$ give the largest probability we thus have to calculate the probability distribution of $-2 \log Q\left(H_{1}(r) \mid H_{1}(p)\right)$ when in fact $\alpha_{1}^{\prime} \mu=0$, that is, the trend is absent. This is clearly unreasonable since it leads to too high critical values and hence very low power against the alternative of more than $r$ cointegrating relations.
In the following we denote by $P_{r}$ the probability measure under the assumption that the cointegrating rank is $r$ and that $\alpha_{\perp}^{\prime} \mu \neq 0$, such that the process has a trend. If $\alpha_{\perp}^{\prime} \mu=0$, however, we denote the measure by $p_{r}^{*}$.
Lemma 12.4 With respect to Pit holds that

$$
Q_{0}^{*}, \cdots, Q_{r-1}^{*}, Q_{0}, \cdots, Q_{r-1}, Q_{r}^{*} \xrightarrow{P} \infty,
$$

and with respect to $P_{r}^{*}$ it holds that

$$
Q_{0}^{*}, \cdots, Q_{r-1}^{*}, Q_{0}, \cdots, Q_{r-1} \xrightarrow{P} \infty
$$

Proof In the first case where the trend is present, (12.3) shows that $Q_{0}, \ldots, Q_{r-1}$ contain a contribution from a root that is positive in the limit and hence that they all tend to $\infty$ in probability. Since $Q_{i}^{*} \geq Q_{i}$ the same holds for $Q_{i}^{*}, i=0, \ldots, r-1$.

From the relation

$$
Q_{r}^{*}=Q_{r}-2 \log Q\left(H_{1}^{*}(r) \mid H_{1}(r)\right)
$$

we find the result that $Q_{r}^{+} \xrightarrow{P}$ 更 since the last term is the test statistic for the hypothesis of the absence of the trend. This shows the first statement.

In the second case, that is, under $p_{r}^{*}$ we find from (11.16) that even though $\tau=0$, it still holds that the $r$ largest roots of (11.16) converge to those of

$$
\left|\lambda \Sigma_{\beta \beta}-\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta}\right|=0
$$

such that $Q_{0}, \ldots, Q_{r-1}$ tend to $\infty$ in probability. Since $Q_{i}^{*} \geq Q_{i}$ the same holds for $Q_{i}^{*}, i=0, \ldots, r-1$.

We propose only to reject $H_{1}(r)$ if it and all hypotheses contained in it are rejected, that is, $H_{1}(r)$ is rejected if the observation belongs to the set

$$
R_{r}=\left\{Q_{0}^{*}>c_{p}^{*}, \ldots, Q_{r}^{*}>c_{p-r}^{*}, Q_{0}>c_{p}, \ldots, Q_{r}>c_{p-r}\right\}
$$

and only accept $H_{1}(r)$ if the observation belongs to

$$
A_{r}=\left\{Q_{0}^{*}>c_{p}^{*}, \ldots, Q_{r}^{*}>c_{p-r}^{*}, Q_{0}>c_{p}, \ldots, Q_{r-1}>c_{p-r+1}, Q_{r} \leq c_{p-r}\right\}
$$

TheOrem 12.5 The test that rejects $H_{1}(r)$ on Rand accepts $H_{1}(r)$ on $A$, bas asymptotic size $\delta$ and asymptotic power 1 .
Proof First consider the size of the test for $\vartheta \in H_{1}(r)$. Then $\vartheta \in H_{1}^{*}(s)$ for some $s \leq r$ with $\alpha_{\perp}^{\prime} \mu=0$ or $\vartheta \in H_{1}(s)$ with $\alpha_{\perp}^{\prime}$ $\mu \neq 0$. In the first case, $\vartheta \in H_{1}^{*}(s)$, we find

$$
P_{s}^{*}\left(R_{r}\right) \leq P_{s}^{*}\left(Q_{s}^{*}>c_{p-s}^{*}\right)
$$

which converges to $\delta$ by the choice of $c_{p-s}^{*}$. In the second case, $\vartheta \in H_{1}(s)$ and $\alpha_{\perp}^{\prime} \mu \neq 0$, we find

$$
P_{S}\left(R_{r}\right) \leq P_{S}\left(Q_{s}>c_{p-s}\right),
$$

which converges to $\delta$ by the choice of $c_{p-\infty}$
Finally if $\vartheta \in H_{1}(r) \backslash H_{1}(r-1), \alpha_{\perp}^{\prime} \mu \neq 0$ then by Lemma 12.4

$$
Q_{0}^{*}, \cdots, Q_{r-1}^{*}, Q_{0}, \cdots, Q_{r-1}, Q_{r}^{*} \xrightarrow{P} \infty
$$

such that

$$
\lim _{T \rightarrow \infty} P_{r}\left(R_{r}\right)=\lim _{T \rightarrow \infty} P_{r}\left(Q_{r}>c_{p-r}\right)=\delta .
$$

Thus the size of the test is $\delta$.

Next consider the power for $\vartheta \notin H_{1}(r)$. In this case we must have the cointegrating rank $s>r$ but then from Lemma $12.4 Q_{0}^{*}, \ldots, Q_{r}^{*}$, as well as $Q_{0}, \ldots, Q_{r}$ converge to infinity in probability for both $P_{s}$ and $P_{s}^{*}$, which shows that

$$
\begin{gathered}
{\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right],\left[\begin{array}{cc}
A & B \\
B^{\prime} & D
\end{array}\right]^{-1}\left[\begin{array}{l}
Y_{1} \\
Y_{2}
\end{array}\right]} \\
=X_{1} A^{-1} Y_{1}+\left(X_{2}-B^{\prime} A^{-1} X_{1}\right)^{\prime}\left(D-B^{\prime} A^{-1} B\right)^{-1}\left(Y_{2}-B^{\prime} A^{-1} Y_{1}\right)
\end{gathered}
$$

We next define the acceptance region for $H_{1}^{*}(r)$

$$
H_{1}^{*}(r)
$$

The rejection region then becomes

$$
-2 \log Q\left(H_{2}(r) \mid H_{1}^{*}(r)\right) \xrightarrow{w} X^{2}(r)
$$

THEOREM 12.6 The test that rejects $H_{1}^{*}(r)$ onR $R_{r}^{*}$ and $\operatorname{accepts} H_{1}^{*}(r)$ on $A_{r}^{*}$ has asymptotic size $\delta$ and asymptotic power 1.
Proof First consider the size of the test for $\vartheta \in H_{1}^{*}(r)$ which means that $\vartheta \in H_{1}^{*}(s)$ for some $s \leq r$.
If $s<r$,

$$
\lim _{T \rightarrow \infty} P_{s}^{*}\left\{R_{r}^{*}\right\} \leq \lim _{T \rightarrow \infty} P_{s}^{*}\left\{Q_{s}^{*}>c_{p-s}^{*}\right\}=\delta .
$$

If $s=r$ we get $Q_{0, \cdots}, \cdots, Q_{r-1}, Q_{0}^{*}, \cdots, Q_{r-1}^{*} \xrightarrow{P} \infty$, with respect to $P_{r}^{*}$ such that

$$
Q_{0}, \cdots, Q_{r-1}, Q_{0}^{*}, \cdots, Q_{r-1}^{*} \xrightarrow{P} \infty
$$

which show that the test has the asymptotic size $\delta$.
Next consider the power. If $\vartheta \notin H_{1}^{*}(r)$ then either $\vartheta \in H_{1}^{*}(s)$ for some $s>r$, or $\vartheta \in H_{1}(s)$ for some $s \geq r$, where $\alpha_{\perp}^{\prime} \mu \neq 0$, that is, $\vartheta \in H_{1}(s) \backslash H_{1}^{*}(s)$ for some $s \geq r$.
If $s>r$ then it follows from Lemma 12.4 that with respect to $P_{s}^{*}$ as well as $P_{s}$ it holds that in particular

$$
Q_{0}, \cdots, Q_{r-1}, Q_{0}^{*}, \cdots, Q_{r-1}^{*} \xrightarrow{P} \infty
$$

such that

$$
\lim _{T \rightarrow \infty} P_{s}^{*}\left(R_{r}^{*}\right)=\lim _{T \rightarrow \infty} P_{s}\left(R_{r}^{*}\right)=1
$$

If $s=r$ and $\alpha_{\perp}^{\prime} \mu \neq 0$ then from Lemma 12.4 we see that not only do we have that $Q_{0, \cdots}, \cdots, Q_{r-1}, Q_{0}^{*}, \cdots, Q_{r-1}^{*} \xrightarrow{P} \infty$, but also $Q_{r}^{+} \xrightarrow{P}$, such that

$$
\lim _{T \rightarrow \infty} P_{r}\left(R_{r}^{*}\right)=1
$$

This completes the proof of Theorem 12.6.

The results can also be formulated as an estimation problem. We define the parameter $x$ as 1 or zero depending on the presence or absence of the trend.

Theorem 12.7 The estimator defined by

$$
\{\hat{r}=r, \hat{K}=1\}=A_{r},
$$

and

$$
\{\hat{r}=r, \hat{K}=0\}=A_{r}^{*},
$$

is consistent in the sense that if $r$ is the cointegrating rank then

$$
\begin{equation*}
\lim _{T \rightarrow \infty} P_{r}\{\hat{r}=i\}=\lim _{T \rightarrow \infty} P_{r}^{*}\{\hat{r}=i\}=0, i=0,1, \ldots, r-1 \tag{12.6}
\end{equation*}
$$

If $x=1$, that is, $\alpha_{4}^{\prime} \mu \neq 0$, then

$$
\begin{aligned}
& \lim _{T \rightarrow \infty} P_{r}\{\hat{r}=r, \hat{K}=1\}=1-\delta, \\
& \lim _{T \rightarrow \infty} P_{r}\{\hat{r}=r, \hat{K}=0\}=0 .
\end{aligned}
$$

If $x=0$, that is, $\alpha_{+}^{\prime} \mu=0$, then

$$
\begin{aligned}
& \lim _{T \rightarrow \infty} P_{r}^{*}\{\hat{r}=r, \hat{K}=0\}=1-\delta, \\
& \lim _{T \rightarrow \infty} P_{r}^{*}\{\hat{r}=r, \hat{K}=1\} \leq \delta .
\end{aligned}
$$

Proof Let the cointegrating rank be $r$. If $i=0,1, \ldots, r-1$ then $Q_{i} \xrightarrow{P}$ with respect to both $P_{r}$ and $P_{r}^{*}$, and

$$
\begin{aligned}
& P_{r}\{\hat{r}=i, \hat{K}=1\}=P_{r}\left(A_{i}\right) \leq P_{r}\left\{Q_{i} \leq c_{p-i}\right\} \longrightarrow 0 \\
& P_{r}\{\hat{r}=i, \hat{K}=0\}=P_{r}\left(A_{i}^{*}\right) \leq P_{r}\left\{Q_{i}^{*} \leq c_{p-i}^{*}\right\} \longrightarrow 0
\end{aligned}
$$

Similarly with respect to $P_{r}^{*}$ we have $Q_{i}^{*} \xrightarrow{P}$ and $Q_{i} \xrightarrow{P} \infty, i=0, \ldots, r-1$, such that

$$
\begin{aligned}
& P_{r}^{*}\{\hat{r}=i, \hat{\kappa}=1\}=P_{r}^{*}\left(A_{i}\right) \leq P_{r}^{*}\left\{Q_{i} \leq c_{p-i}\right\} \longrightarrow 0 \\
& P_{r}^{*}\{\hat{r}=i, \hat{\kappa}=0\}=P_{r}^{*}\left(A_{i}^{*}\right) \leq P_{r}^{*}\left\{Q_{i}^{*} \leq c_{p-i}^{*}\right\} \longrightarrow 0
\end{aligned}
$$

which proves (12.6). If we take $i=r$, and $x=1$, then from Lemma 12.4

$$
\lim _{T \rightarrow \infty} P_{r}\{\hat{r}=r, \hat{K}=1\}=\lim _{T \rightarrow \infty} P_{r}\left\{Q_{r} \leq c_{p-r}\right\}=1-\delta,
$$

and

$$
\lim _{T \rightarrow \infty} P_{r}\{\hat{r}=r, \hat{K}=0\}=\lim _{T \rightarrow \infty} P_{r}\left\{Q_{r}^{*} \leq c_{p-r}^{*}\right\}=0
$$

since $Q_{r}^{*} \xrightarrow{P}$. Finally we let $\varkappa=0$ and investigate the measure $P_{r}^{*}$, where we find

$$
\lim _{T \rightarrow \infty} P_{r}^{*}\{\hat{r}=r, \hat{K}=0\}=\lim _{T \rightarrow \infty} P_{r}^{*}\left\{Q_{r}^{*} \leq c_{p-r}^{*}\right\}=1-\delta,
$$

and

$$
\begin{aligned}
\lim _{T \rightarrow \infty} P_{r}^{*}\{\hat{r}=r, \hat{K}=1\} & =\lim _{T \rightarrow \infty} P_{r}^{*}\left\{Q_{r}^{*}>c_{p-r}^{*}, Q_{r} \leq c_{p-r}\right\} \\
& \leq \lim _{T \rightarrow \infty} P_{r}^{*}\left\{Q_{r}^{*}>c_{p-r}^{*}\right\}=\delta
\end{aligned}
$$

Next consider the situation where the constant is assumed to be restricted. In this case the hypotheses $H_{1}^{*}(r)$ are nested and the distribution is invariant to the value of $\varrho_{0}$. Thus the results of Theorem 12.3 hold for the statistic $Q_{r}^{*}$ and the quantiles $c_{p-r}^{*}$.
As a final comment, note that the above procedures are of course rather formal, and that in practice it is sometimes quite clear that the trend is present, such that we need not worry about $H_{1}^{*}(r)$, or that the trend cannot be present such that we can disregard $H_{1}(r)$.

### 12.3 Models with a Linear Term

Models with linear term can be treated along the same lines, see Johansen (1994b). Thus if the possibility of a quadratic trend is allowed one should consider simultaneously the models $H(r)$ and $H^{*}(r)$ and determine the presence or absence of the quadratic trend at the same time as the cointegrating rank, since the limit distribution in this case depends on the presence of the quadratic trend.

If, however, one is willing to assume that the quadratic trend is absent, as one would normally do, one can see that the distribution of the test statistic does not depend on $\varrho_{1}$ and we can apply results like Theorem 12.2 and Theorem 12.3. Thus if

$$
Q_{r}^{*}=-2 \log Q\left(H^{*}(r) \mid H^{*}(p)\right)
$$

the limit distribution is given by (11.11), which only depends on the number of common trends $p-r$. In particular it does not depend on the values of $\mu_{0}$ and $\varrho_{1}$. If $c_{p-r}^{*}=c_{p-r}^{*}(\delta)$ denotes the $1-\delta$ quantile as tabulated in Table 15.4 we find

Theorem 12.8 The test that rejects $H^{*}(r)$ on

$$
\left\{Q_{0}^{*}>c_{p}^{*}, \cdots, Q_{r}^{*}>c_{p-r}^{*}\right\}
$$

has asymptotic size $\delta$ and asymptotic power 1.
ThEOREM 12.9 The estimator $\hat{r}$ of the cointegrating rank defined by

$$
\{\hat{r}=i\}=\left\{Q_{0}^{*}>c_{p}^{*}, \cdots, Q_{r-1}^{*}>c_{p-r+1}^{*}, Q_{r}^{*} \leq c_{p-r}^{*}\right\}
$$

has the property

$$
P_{\boldsymbol{\theta}}\{\hat{r}=i\} \longrightarrow \begin{cases}0 & i=0,1, \ldots, r-1 \\ 1-\delta & i=r \\ \leq \delta & i=r+1, \ldots, p\end{cases}
$$

Thus by allowing for a linear trend in the process even in the stationary directions one can avoid the joint determination of the cointegrating rank and the presence of the trend as in section 12.2. Having determined the rank one can then proceed to test for the absence of the trend in the stationary linear combinations by testing model $H(r)$ in $H^{*}(r)$ as described in Theorem 11.3. See also Perron and Campbell (1993) for a different discussion of the problem of determining the rank.

Finally it should be emphasized again that all the results are asymptotic and that the amount of data in macro economic series are not always enough to apply the results without a detailed simulation study of small sample properties. I do not know how to improve the approximation, and see this as the most important problem for further work in this area.

### 12.4 Exercises

## 12.1

In (6.19) the test of $H(r)$ in $H(r+1)$ is given. This test statistic is sometimes called the $\lambda_{\max }$ statistic. Discuss its properties with respect to size and power as a procedure for selecting the cointegrating rank using $\lambda_{\max }$.

## 12.2

1. Show that the distribution of the likelihood ratio test statistic

$$
Q_{r}^{*}=-2 \log Q\left(H_{1}^{*}(r) \mid H_{1}^{*}(p)\right)
$$

does not depend on the parameter $\varrho_{0}$, see (5.15).
2. Show that the distribution of the likelihood ratio test statistic

$$
Q_{r}^{*}=-2 \log Q\left(H^{*}(r) \mid H^{*}(p)\right)
$$

does not depend on the parameters $\mu_{0}$ and $\varrho_{1}$, see (5.13).

## 13 Asymptotic Properties of the Estimators

We treat in detail the model $H_{1}(r)$ where the deterministic term is given by $\Phi D_{t}=\mu_{t}=\mu$. We assume throughout that the trend is present, that is, $\alpha_{\perp}^{\prime} \mu \neq 0$. We also assume that the process is $I(1)$, that is, that the conditions of Theorem 4.2 are satisfied.

One of the problems in the estimation of $\alpha$ and $\beta$ is that they are not identified, as discussed in Chapter 5 . We derive in section 13.4 the asymptotic properties of the estimators for $\alpha$ and $\beta$ under the assumption that they have been estimated unrestricted, and that they are normalized or uniquely identified by a $p \times r$ matrix $c$, that is, we find properties of the estimators $\hat{\beta}_{c}=\hat{\beta}\left(c^{\prime} \hat{\beta}\right)^{-1}$, which is normalized by $\boldsymbol{c}^{\prime} \beta_{c}=I$, and $\hat{\alpha}_{c}=\hat{\alpha} \hat{\beta}^{\prime} c$. We also state the asymptotic distribution of $\hat{\beta}$ when it is estimated under identifying restrictions. We then find in section 13.5 the asymptotic distribution of the remaining parameter estimators as well as some relevant parametric functions. In section 13.6 we discuss the asymptotic distribution of the likelihood ratio test statistic for hypotheses on $\beta$ and derive the limit distribution in some cases. Since the asymptotic distribution of $\hat{\beta}$ is mixed Gaussian we start in section 13.1 with a brief discussion of this distribution.

### 13.1 The Mixed Gaussian Distribution

The Gaussian distribution plays two important roles in statistics, namely as error distribution and as limit distribution. In the first role it provides an error distribution for which, in some simple cases, the maximum likelihood estimator equals ordinary least squares. We apply the Gaussian distribution in this role in this presentation, since we use the Gaussian distribution to formulate a likelihood function and it is the analysis of the likelihood function that tells us how to modify the estimators and test statistics when new information is incorporated in the model in the form of restrictions on the parameters.

Most of the models we work with here are so complicated that no exact inference can be conducted, and we have to do with asymptotic inference. Hence the emphasis in the following is on asymptotic distributions and asymptotic Gaussian distributions which by transformation implies that some test statistics are asymptotically $\chi^{2}$ distributed. The mixed Gaussian
distribution appears in the present work as a limit distribution. By a mixed Gaussian distribution we understand the following: let there be given two stochastic variables: $X$ which is $p$-dimensional and $Y$ which is a positive semi-definite matrix of dimension $p \times p$. We assume that the distribution of $X$ given $Y$ is Gaussian $N_{p}(\xi, Y)$, and call the marginal distribution of $X$ a mixed Gaussian distribution with centre $\xi$ and mixing parameter $Y$. Note that if $Y$ is degenerate then $X$ is actually Gaussian such that the Gaussian distribution is a special case of the mixed Gaussian distribution. Typically the mixed Gaussian distribution has thicker tails than the Gaussian distribution. Thus the Student distribution and the Cauchy distribution are mixed Gaussian distributions.

It is a property of the mixed Gaussian distribution that the statistic constructed by $(X-\xi)^{\prime} Y^{-1}(X-\xi)$ is $\chi^{2}$ with $p^{2}$ degrees of freedom, since for fixed $Y$ the distribution clearly has this property, and since this conditional distribution does not depend on $Y$ it also holds marginally. This argument will be used many times in the derivation of the limit distribution of test statistics in the following.

If one observed only $X$ one would have to make inference in the marginal distribution of $X$, and take into account the fat tails. Thus for instance for a univariate variable $X$ one could construct a confidence set for $\xi$ of the form $(X-c$, $X+c$ ) where $c$ was determined by $P_{\xi}(|X-\xi|>c)=0.05$. This would require a tabulation of the mixed Gaussian distribution of $X$. If, however, one has measurements of both $X$ and $Y$ then inference is a lot easier, since we can construct a confidence set of the form $\left(X-c Y^{\frac{1}{2}}, X+c Y^{\frac{1}{2}}\right)$, and determine $c$ such that

$$
P_{\xi}\left(|X-\xi|>c Y^{\frac{1}{2}}\right)=P_{\xi}\left(\left.|X-\xi|>c Y^{\frac{1}{2}} \right\rvert\, Y\right)=0.05 .
$$

This last calculation only requires the Gaussian distribution or the $\chi^{2}$ distribution. Thus despite the heavy tails in the distribution of $X$ we can make inference using the usual Gaussian distribution by conditioning on $Y$. It is not difficult to see that if the parameters in the distribution of $Y$ are free of $\xi$, then the information about $\xi$ in the sample as measured by minus the second derivative of the likelihood function is given by $Y^{-1}$, such that if the data $X$ and the information $Y$ are measured then inference can most easily be conducted conditional on the observed information or equivalently the observed common trends. The conditioning argument is discussed in more detail in Johansen (1995c).
We shall meet $p \times r$ matrices $X$ with a mixed Gaussian distribution, and they all have the form that given $Y(p \times p)$ the distribution of $X$ is Gaussian with mean zero and variance $Y \otimes \Omega$, meaning that $\nu^{\prime} X \mu$ given $Y$ is univariate Gaussian with mean zero and variance $\nu^{\prime} Y \nu \mu^{\prime} \Omega \mu$, for any $\nu \in R^{p}$ and $\mu \in R^{\prime}$.

### 13.2 A Convenient Normalization of $\beta$

The estimator $\hat{\beta}$ derived in Chapter 6 is found as the eigenvectors of equation (6.15) and are normalized in the natural way for eigenvectors: $\hat{\beta}^{\prime} S_{11} \hat{\beta}=I$. This normalization is convenient for the calculations and clearly determines the estimates uniquely but is often not the most natural way of interpreting the results.

We here discuss a different normalization which is convenient for the mathematical analysis and which is also not natural for interpretation since it depends on the unknown parameters. We choose the coordinate system ( $\beta, \gamma, \tau$ ), see Lemma 10.2, and expand

$$
\hat{\beta}=\beta \overline{\beta^{\prime}} \hat{\beta}+\bar{Y} Y^{\prime} \hat{\beta}+\bar{I} I^{\prime} \hat{\beta},
$$

where $\bar{\beta}=\beta\left(\beta^{\prime} \beta\right)^{-1}$ etc. and define the estimator

$$
\begin{align*}
\tilde{\beta} & =\hat{\beta}\left(\bar{\beta}^{\prime} \hat{\beta}\right)^{-1}=\beta+\bar{Y} Y^{\prime} \tilde{\beta}+\bar{T} T^{\prime} \tilde{\beta} \\
& =\beta+\bar{\gamma} U_{1 T}+T^{-\frac{1}{2}}-\bar{T} U_{2 T}=\beta+B_{T} U_{T}, \tag{13.1}
\end{align*}
$$

where

$$
\begin{equation*}
B_{T}=\left(\bar{\gamma}, T^{-\frac{1}{2}} \bar{T}\right), \text { and } U_{T}=\left(U_{1 T}^{\prime}, U^{\prime}{ }_{2 T}\right)^{\prime}=\left(\gamma, T^{\frac{1}{2}} T\right)^{\prime} \tilde{\beta} . \tag{13.2}
\end{equation*}
$$

This way of normalizing is convenient for the analysis, since it has the property that $\tilde{\beta}-\beta$ is contained in the space spanned by $\gamma$ and $\tau$, and hence orthogonal to $\beta$. Note that since $\tilde{\beta}$ is just a linear transformation of the columns of $\hat{\beta}$ it also maximizes the likelihood function and hence $\tilde{\beta}$ satisfies the likelihood equations. The normalization depends on $\beta$, so for practice it is not so useful, but it is convenient in the analysis. We define $\tilde{\alpha}=\hat{\alpha} \hat{\beta^{\prime}} \bar{\beta}^{\text {sen }}$ so that $\tilde{\alpha} \tilde{\beta}^{\prime}=\hat{\alpha} \hat{\beta}^{\prime}$.
The normalization by $c$ denoted by $\beta_{c}=\beta\left(c^{\prime} \beta\right)^{-1}$, has the advantage that it can be used in practice and that a measure can be given of the (asymptotic) variation of the individual estimated coefficients which can be used for Wald tests for hypotheses on the coefficients. If in particular we take $\sigma^{\prime}=(I, 0)$ and decompose $X=\left(X_{1}^{\prime}, X_{2}^{\prime}\right)^{\prime}$ and $\beta=\left(\beta_{1}^{\prime}, \beta_{2}^{\prime}\right)^{\prime}$ then $\beta_{c}=\left(I, \beta_{1}^{\prime-1} \beta^{\prime}\right)^{\prime}$. Whether this normalization is useful for applications is of course an empirical question. In general structural equations look different and are not just solved for some of the variables. The estimation of coefficients identified by restrictions within each equation will be treated in section 13.4.
We first derive the properties of $\tilde{\beta}$ and then derive those of $\hat{\boldsymbol{\beta}}_{c}$ by the expansion

$$
\begin{aligned}
\hat{\beta}_{c} & =\hat{\beta}\left(c^{\prime} \hat{\beta}\right)^{-1}=\tilde{\beta}\left(c^{\prime} \tilde{\beta}\right)^{-1} \\
& =\beta\left(c^{\prime} \beta\right)^{-1}+\left[I-\beta\left(c^{\prime} \beta\right)^{-1} c^{\prime}\right](\tilde{\beta}-\beta)\left(c^{\prime} \beta\right)^{-1}+O_{P}\left(|\tilde{\beta}-\beta|^{2}\right)
\end{aligned}
$$

Hence if $\beta$ and $\hat{\beta}$ are normalized by $c^{\prime} \beta=c^{\prime} \hat{\beta}=I$, we have

$$
\begin{equation*}
\hat{\beta}-\beta=\left(I-\beta c^{\prime}\right)(\tilde{\beta}-\beta)+O_{P}\left(\tilde{\beta}-\left.\beta\right|^{2}\right) \tag{13.3}
\end{equation*}
$$

Note that $I-\beta i^{\prime}=c_{\perp}\left(\beta_{\perp}^{\prime} c_{1}\right)^{-1} \beta_{1}^{\prime}$.

### 13.3 Consistency of the Estimators

We prove here that the estimators of $\alpha, \beta$, and $\Omega$ in model $H_{1}(r)$ are consistent and find some auxiliary results on the order of magnitude of various product moments.
Lemma 13.1 The estimators $\tilde{\beta}=\hat{\beta}\left(\bar{\beta}^{\prime} \hat{\beta}\right)^{-1}, \tilde{\alpha}=\hat{\alpha} \hat{\beta}^{\prime} \hat{\beta}$, and $\hat{\Omega}$ are consistent. Moreover $\tilde{\beta}-\beta \in o_{P}\left(T^{-\frac{1}{2}}\right)$ such that

$$
\begin{align*}
& \tilde{\beta}^{\prime} S_{11} \tilde{\beta}=\beta^{\prime} S_{11} \beta+o_{P}(1) \stackrel{P}{\rightarrow} \Sigma_{\beta \beta},  \tag{13.4}\\
& \tilde{\beta}^{\prime} S_{10}=\beta^{\prime} S_{10}+o_{P}\left(T^{-\frac{1}{2}}\right) \stackrel{P}{\rightarrow} \Sigma_{\beta 0} . \tag{13.5}
\end{align*}
$$

Proof The estimator $\hat{\beta}$ is determined by the eigenvectors corresponding to the $r$ largest eigenvalues of (6.15). We multiply the equation by the matrix $A_{T}=\left(\beta, T^{-\frac{1}{2}}, T^{-1}{ }_{T}^{-}\right)$and $A_{T}^{\prime}$, see (11.17), and find

$$
\begin{equation*}
\left|\lambda A^{\prime}{ }_{T} S_{11} A_{T}-A^{\prime}{ }_{T} S_{10} S_{00}^{-1} S_{01} A_{T}\right|=0 \tag{13.6}
\end{equation*}
$$

This equation has the same eigenvalues as (6.15) and eigenvectors $A_{T}^{-1} V$, where $V$ are the eigenvectors of (6.15). For $T$ $\rightarrow \infty$ the ordered eigenvalues of (13.6) converge to those of the equation,

$$
\left|\lambda \Sigma_{\beta \beta}-\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta}\right|\left|\lambda \int_{0}^{1} G G^{\prime} d u\right|=0
$$

see (11.17), and the space spanned by the $r$ first eigenvectors of (13.6) converges to the space spanned by the first $r$ unit vectors or equivalently the space spanned by vectors with zeros in the last $p-r$ coordinates. The space spanned by the first $r$ eigenvectors of (13.6) is $s p\left(A_{T}^{-1} \hat{\beta}\right)=\operatorname{sp}\left(A_{T}^{-1} \tilde{\beta}\right)$, where

$$
\begin{equation*}
A_{T}^{-1} \tilde{\beta}=\left(\bar{\beta}, T^{\frac{1}{2}} Y, T \tau\right)^{\prime} \tilde{\beta}=\left(I, T^{\frac{1}{2}} U^{\prime}{ }_{T}\right)^{\prime}, \tag{13.7}
\end{equation*}
$$

see (13.2). Thus we find that $T^{\frac{1}{2}} U_{T} \xrightarrow{P} 0$. This shows consistency of $\tilde{\beta}$ and moreover that

$$
(\tilde{\beta}-\beta) \in o_{P}\left(T^{-\frac{1}{2}}\right)
$$

Next consider the expression

$$
\tilde{\beta}^{\prime} S_{11} \tilde{\beta}=\left(\beta+B_{T} U_{T}\right)^{\prime} S_{11}\left(\beta+B_{T} U_{T}\right)
$$

From Lemma 10.3 it follows that $B_{T}^{\prime} S_{11} B_{T}$ is $O_{p}(T)$ and that $B_{T}^{\prime} S_{11} \beta$ is $O_{P}(1)$, and since $U_{T} \in o_{P}\left(T^{-\frac{1}{2}}\right)$, see (13.7), we find (13.4). The proof of (13.5) is similar. Finally (13.4) and (13.5) imply the consistency of $\tilde{\alpha}=S_{01} \tilde{\beta}\left(\tilde{\beta}^{\prime} S_{11} \tilde{\beta}\right)^{-1}$ which converges towards $\Sigma_{0 \beta} \Sigma_{\beta \beta}^{-1}=\alpha$, see (10.3). The estimator of $\Omega$ is

$$
\hat{\Omega}=S_{00}-S_{01} \tilde{\beta}\left(\tilde{\beta}^{\prime} S_{11} \tilde{\beta}\right)^{-1} \tilde{\beta^{\prime}} S_{10}
$$

which by (13.4) and (13.5) converges towards

$$
\Sigma_{00}-\Sigma_{0 \beta} \Sigma_{\beta \beta}^{-1} \Sigma_{\beta 0}=\Sigma_{00}-\alpha \Sigma_{\beta \beta} \alpha^{\prime}=\Omega
$$

see (10.4).

If instead of an unrestricted $\beta$ we estimate $\beta$ under restrictions, the proof of consistency is not so simple, see Saikkonen (1995) and Johansen (1996). We shall not go into this problem, but whenever needed we assume that the estimator of $\beta$ is superconsistent in the sense above, that is, $\hat{\beta}-\beta \in o_{P}\left(T^{-\frac{1}{2}}\right)$.

### 13.4 Asymptotic Distribution of $\hat{\beta}$ and $\hat{\alpha}$

We next give the asymptotic distribution of the estimator $\hat{\boldsymbol{\beta}}_{c}$ and the corresponding $\hat{\boldsymbol{\alpha}}_{c}$. We give the details for the proof of the normalized unrestricted estimator and quote the result for $\beta$ when estimated under identifying linear restrictions. But first we give a result for the normalized estimators $\tilde{\beta}$ and $\hat{\alpha}$.
Lemma 13.2 The asymptotic distribution of $\tilde{\beta}$ is mixed Gaussian and given by

$$
T U_{T}=\left(T \gamma, T^{3 / 2}\right)^{\prime}(\tilde{\beta}-\beta) \stackrel{w}{\rightarrow}\left[\int_{0}^{1} G G^{\prime} d u\right]^{-1} \int_{0}^{1} G\left(d V_{\alpha}^{\prime}\right),
$$

bence $\tilde{\beta}-\beta \in O_{p}\left(T^{-1}\right)$. The conditional variance of the limit distribution is given by

$$
\left[\int_{0}^{1} G G^{\prime} d u\right]^{-1} \bigotimes\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1}
$$

The asymptotic distribution of $\hat{\alpha}$ is given by

$$
T^{\frac{1}{2}}(\tilde{\alpha}-\alpha) \xrightarrow{w} N_{p \times r}\left(0, \Omega \bigotimes \Sigma_{\beta \beta}^{-1}\right)
$$

Here

$$
G(u)=\left[\begin{array}{c}
-\overline{\gamma^{\prime}} C(W(u)-\bar{W}) \\
u-\frac{1}{2}
\end{array}\right],
$$

and $V_{\alpha}(u)=\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1} \alpha^{\prime} \Omega^{-1} W(u)$, see Lemma 10.2, are independent.
Note that the speed of convergence is different in the directions $\tau$ and $\gamma$ corresponding to different behaviour of the process $X_{t}$ in these directions as given in Lemma 10.2.
Proof The estimators $\hat{\alpha}$ and $\tilde{\beta}$ satisfy the likelihood equations, and we therefore derive expressions for the derivative of $\log L(\alpha, \beta, \Omega)$, the concentrated likelihood function, see (6.8), with respect to $\beta$ and $\alpha$ in the directions $b$ and $a$ respectively:

$$
\begin{aligned}
D_{\beta} \log L(\alpha, \beta, \Omega)(b) & =\operatorname{tr}\left\{\Omega^{-1}\left(\sum_{t=1}^{T} \hat{\varepsilon}_{t} R_{1}^{\prime}{ }_{1 t} b \alpha^{\prime}\right)\right\} \\
& =\operatorname{Ttr}\left\{\alpha^{\prime} \Omega^{-1}\left(S_{01}-\alpha \beta^{\prime} S_{11}\right) b\right\}, \\
D_{\alpha} \log L(\alpha, \beta, \Omega)(a) & =\operatorname{tr}\left\{\Omega^{-1}\left(\sum_{t=1}^{T} \hat{\varepsilon}_{t} R^{\prime}{ }_{1 t} \beta a^{\prime}\right)\right\} \\
& =\operatorname{Ttr}\left\{\Omega^{-1}\left(S_{01}-\alpha \beta^{\prime} S_{11}\right) \beta a^{\prime}\right\} .
\end{aligned}
$$

From these results we can derive the first order conditions that are satisfied at a maximum point. At the point ( $\hat{\boldsymbol{\alpha}}, \tilde{\beta}$ ) the derivatives are zero in all directions hence the likelihood equations are

$$
\begin{gather*}
\tilde{\alpha}^{\prime} \hat{\Omega}^{-1}\left(S_{01}-\tilde{\alpha} \tilde{\beta}^{\prime} S_{11}\right)=0, \\
\left(S_{01}-\tilde{\alpha} \tilde{\beta}^{\prime} S_{11}\right) \tilde{\beta}=0 . \tag{13.8}
\end{gather*}
$$

Define

$$
S_{\varepsilon 1}=T^{-1} \sum_{t=1}^{T} \hat{\varepsilon}_{t} R_{1 t}^{\prime}=S_{01}-\alpha \beta^{\prime} S_{11}
$$

Consider first equation (13.8) and insert $S_{01}=\alpha \beta^{\prime} S_{11}+S_{\varepsilon 1}$ to get

$$
\begin{aligned}
0 & =\tilde{\alpha}^{\prime} \hat{\Omega}^{-1}\left(S_{01}-\tilde{\alpha} \tilde{\beta}^{\prime} S_{11}\right)=\tilde{\alpha}^{\prime} \hat{\Omega}^{-1}\left(S_{\varepsilon 1}+\alpha \beta^{\prime} S_{11}-\tilde{\alpha} \tilde{\beta}^{\prime} S_{11}\right) \\
& =\tilde{\alpha}^{\prime} \hat{\Omega}^{-1}\left(S_{\varepsilon 1}-\tilde{\alpha}(\tilde{\beta}-\beta)^{\prime} S_{11}-(\tilde{\alpha}-\alpha) \beta^{\prime} S_{11}\right) .
\end{aligned}
$$

We next multiply by $B_{T}=\left(\bar{\gamma}, T^{-\frac{1}{2}} \bar{T}\right)$ from the right and insert $\tilde{\beta}-\beta=B_{T} U_{T}$. We then get

$$
0=\tilde{\alpha}^{\prime} \hat{\Omega}^{-1}\left(S_{\varepsilon 1} B_{T}-\tilde{\alpha} T U^{\prime}{ }_{T}\left[T^{-1} B_{T}^{\prime} S_{11} B_{T}\right]-(\tilde{\alpha}-\alpha) \beta^{\prime} S_{11} B_{T}\right)
$$

By Lemma 10.3 and the consistency of $\hat{\alpha}$ the last term tends to zero and the consistency of $\hat{\Omega}$ then implies that

$$
T U_{T}=\left[T^{-1} B^{\prime}{ }_{T} S_{11} B_{T}\right]^{-1} B_{T}^{\prime} S_{1 \varepsilon}^{\prime} \Omega^{-1} \alpha\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1}+o_{P}(1),
$$

which by (10.16) and (10.17) converges towards

$$
\left[\int_{0}^{1} G G^{\prime} d u\right]^{-1} \int_{0}^{1} G(d W)^{\prime} \Omega^{-1} \alpha\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1}
$$

as was to be shown. This result implies that $\tilde{\beta}-\beta \in O_{p}\left(T^{-1}\right)$ ). Next consider (13.9) and insert $S_{01}=\alpha \beta^{\prime} S_{11}+S_{01}$. Then

$$
\begin{aligned}
0 & =\left(S_{\varepsilon 1}+\alpha \beta^{\prime} S_{11}-\tilde{\alpha} \tilde{\beta^{\prime}} S_{11}\right) \tilde{\beta} \\
& =S_{\varepsilon 1} \tilde{\beta}-(\tilde{\alpha}-\alpha) \tilde{\beta^{\prime}} S_{11} \tilde{\beta}-\alpha(\tilde{\beta}-\beta)^{\prime} S_{11} \tilde{\beta}
\end{aligned}
$$

Multiplying by $T^{\frac{1}{2}}$ we find

$$
\begin{aligned}
{\left[T^{\frac{1}{2}}(\tilde{\alpha}-\alpha)\right] \tilde{\beta}^{\prime} S_{11} \tilde{\beta} } & =T^{\frac{1}{2}} S_{\varepsilon 1} \tilde{\beta}-T^{\frac{1}{2}} \alpha(\tilde{\beta}-\beta)^{\prime} S_{11} \tilde{\beta} \\
& =T^{\frac{1}{2}} S_{\varepsilon 1} \beta+T^{\frac{1}{2}} S_{\varepsilon 1}(\tilde{\beta}-\beta)-T^{\frac{1}{2}} \alpha(\tilde{\beta}-\beta)^{\prime} S_{11} \tilde{\beta}
\end{aligned}
$$

It was shown above that $\tilde{\beta}-\beta$ is $O_{p}\left(T^{-1}\right)$ such that it follows that the last two terms tend to zero, and the first converges weakly by the central limit theorem to $N_{p \times r}\left(0, \Omega \otimes \Sigma_{\beta \beta}\right)$. Since also $\tilde{\beta}^{\prime} S_{11} \tilde{\beta}^{p} \xrightarrow{p} \Sigma_{\beta \beta}$ the result about $\hat{\alpha}$ follows.
We next give the result for $\hat{\beta}$ normalized by $c$.
THEOREM 13.3 Let $\hat{\beta}$ and $\beta$ be normalized by $c^{\prime} \beta=c^{\prime} \hat{\beta}=I$, then

$$
\begin{equation*}
T(\hat{\beta}-\beta) \xrightarrow{w}\left(I-\beta c^{\prime}\right) Y\left[\int_{0}^{1} G_{1.2} G_{1.2}^{\prime} d u\right]^{-1} \int_{0}^{1} G_{1.2}\left(d V^{\prime}{ }_{\alpha}\right), \tag{13.10}
\end{equation*}
$$

where

$$
G_{1.2}(u)=G_{1}(u)-\int_{0}^{1} G_{1} G_{2}^{\prime} d u\left[\int_{0}^{1} G_{2} G_{2}^{\prime} d u\right]^{-1} G_{2}(u)
$$

that is, $\overline{\gamma^{\prime}} \mathrm{CW}$ corrected for intercept and trend, and

$$
V_{\alpha}=\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1} \alpha^{\prime} \Omega^{-1} W
$$

Hence the asymptotic distribution is mixed Gaussian with conditional variance

$$
\begin{equation*}
\left(I-\beta c^{\prime}\right) \bar{Y}\left[\int_{0}^{1} G_{1.2} G_{1.2}^{\prime} d u\right]^{-1}-\gamma^{\prime}\left(I-c \beta^{\prime}\right) \bigotimes\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1} \tag{13.11}
\end{equation*}
$$

which is consistently estimated by

$$
\begin{equation*}
T\left(I-\hat{\beta} c^{\prime}\right) S_{11}^{-1}\left(I-c \hat{\beta}^{\prime}\right) \bigotimes\left(\hat{\alpha}^{\prime} \hat{\Omega}^{-1} \hat{\alpha}\right)^{-1} \tag{13.12}
\end{equation*}
$$

The asymptotic distribution of $\hat{\alpha}$ when $\hat{\beta}$ is normalized by c is given by

$$
T^{\frac{1}{2}}(\hat{\alpha}-\alpha) \xrightarrow{w} N_{p \times r}\left(0, \Omega \bigotimes \Sigma_{\beta \beta}^{-1}\right)
$$

Note that if we consider the linear combination $\tau^{\prime}(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta})$ then the limit distribution is singular since $\tau^{\prime} \gamma=0$ and $\tau^{\prime} \beta=0$. Thus a different normalization is needed. The results can be derived from Lemma 13.2 but will not be given here.
Proof The expansion (13.3) implies that if $\hat{\beta}$ and $\beta$ are normalized by $c$, then

$$
T(\hat{\beta}-\beta)=\left(I-\beta c^{\prime}\right) T(\tilde{\beta}-\beta)+O_{P}\left(T|\tilde{\beta}-\beta|^{2}\right)
$$

From (13.1) we then get that

$$
T(\hat{\beta}-\beta)=\left(I-\beta c^{\prime}\right)\left(\bar{\gamma} T U_{1 T}+T^{-\frac{1}{2}} \bar{T} T U_{2 T}\right)+O_{P}\left(T|\tilde{\beta}-\beta|^{2}\right) .
$$

Since $|\tilde{\beta}-\beta|^{2}$ is $O_{p}\left(T^{-2}\right)$ and $T U_{T}$ is convergent it follows that $T(\hat{\boldsymbol{\beta}}-\beta)$ has the same limit distribution as $\left(I-\beta c^{c}\right) \bar{\gamma} T U_{1 \text { t }}$ that is, the marginal distribution of the first components as given by Lemma 13.2.

From the definition

$$
\hat{\alpha}_{c}=\tilde{\alpha} \tilde{\beta}^{\prime} c=\tilde{\alpha}\left((\tilde{\beta}-\beta)^{\prime} c\right)+\tilde{\alpha}
$$

it follows that

$$
T^{\frac{1}{2}}\left(\hat{\alpha}_{c}-\alpha\right)=T^{\frac{1}{2}}(\tilde{\alpha}-\alpha)+T^{\frac{1}{2}} \tilde{\alpha}\left((\tilde{\beta}-\beta)^{\prime} c\right)
$$

which is seen to have the same limit distribution as $T^{\frac{1}{2}}(\tilde{\alpha}-\alpha)$, since $|\tilde{\beta}-\beta|$ is $O_{P}\left(T^{-1}\right)$. The result then follows from
Lemma 13.2. Lemma 13.2.

The asymptotic results on the estimator should be interpreted carefully. The asymptotic distribution of $\hat{\beta}$ is mixed Gaussian, that is, for fixed value of the mixing process $G$, the distribution is Gaussian. This means that the distribution of the estimator has much broader tails than the Gaussian, with the result that once in a while an extreme value of the estimator appears. Note, however, that when testing hypotheses one does not normalize by the variance of $\hat{\beta}$, but by the asymptotic conditional variance, or the limit of the inverse information, which even in the limit is random. This
means that one does not apply the distribution of $\hat{\beta}$ for testing, hence the values of $\hat{\beta}$ have to be interpreted with a 'variance' given by (13.12) not by its population variance. Another way of saying this is that whereas one normally applies the asymptotic distribution of the estimator for testing, in the case of $\beta$ we need the joint limit distribution of $\hat{\beta}$ and the information in the sample.
A general result about a smooth parametrization $\beta(\vartheta), \vartheta \in \Theta$ is proved in Johansen (1991b), Phillips (1991), and Reinsel and Ahn (1992). This result implies that for any linear or non-linear restriction on the coefficients of the cointegrating relations one can apply the usual result that $\hat{\vartheta}$ is asymptotically mixed Gaussian with an estimator of the asymptotic conditional variance as would be found from the second derivative of the likelihood function. What remains in such a general situation is to find conditions for the existence and uniqueness of the maximum likelihood estimator and to find an efficient algorithm for the calculation of the estimators.

We give here a result from Johansen (1995b) on the asymptotic distribution of $\hat{\beta}$ when it is estimated under identifying restrictions. Let $R_{1}, \ldots, R$, be the restrictions, such that $R_{i}^{\prime} \beta_{i}=0$, see Chapter 5 .
We let $H_{i}=\mathrm{R}_{\mu}$ and use the formulation

$$
\beta=\left(H_{1} \varphi_{1}, \ldots, H_{r} \varphi_{r}\right)
$$

We also want to normalize the vectors, and a general version of this is given by

$$
\beta_{i}=h_{i}+H^{i} \Psi_{i}
$$

where $s p\left(h_{0}, H_{i}\right)=s p\left(H_{i}\right)$.
The limit distribution is most conveniently expressed in terms of the following notation. The block diagonal matrix with blocks $A_{0} i=1, \ldots, s$ is denoted by $\left\{A_{i}\right\}$, and the block matrix with blocks $A_{i j}$ is denoted by $\left\{A_{i j}\right\}$.

THEOREM 13.4 The maximum likelihood estimator of the identified $\beta$ is consistent and the asymptotic distribution is mixed Gaussian. An estimator of the asymptotic conditional variance of $T(\hat{\beta}-\beta)$ is given by

$$
T\left\{H^{i}\right\}\left\{\hat{\rho}_{i j} H^{i \prime} S_{11} H^{j}\right\}^{-1}\left\{H^{j \prime}\right\}, \hat{\rho}_{i j}=\hat{\alpha}_{i}^{\prime} \hat{\Omega}^{-1} \hat{\alpha}_{j}
$$

The difficulty in the proof is the discussion of consistency. Since the maximum likelihood estimator is not explicitly defined one will have to derive the consistency from the asymptotic behaviour of the likelihood function. This will not be attempted here, but exercise 13.8 is a guided tour through the easy part of the proof, which involves the asymptotic distribution under the assumption that the estimator is consistent. Here we illustrate the result by an example.

Example 13.1 Consider the basic model

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\varepsilon_{t, t} t=1, \ldots, T
$$

with $p=4, r=2$, and $\beta$ of the form

$$
\beta=\left[\begin{array}{ll}
1 & \chi \\
0 & 1 \\
\varphi & 0 \\
\psi & \eta
\end{array}\right],(\varphi, \psi, X, \eta) \in R^{4}
$$

It is seen that the rank condition is satisfied for $\beta$ if $\phi \neq 0$, in which case $\beta$ is just identified. We define the matrices

$$
h_{1}=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right], H^{1}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right], h_{2}=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right], H^{2}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 1
\end{array}\right] .
$$

Then the identifying restrictions can be expressed as

$$
\beta_{1}=h_{1}+H^{1}\left[\begin{array}{l}
\varphi \\
\psi
\end{array}\right], \beta_{2}=h_{2}+H^{2}\left[\begin{array}{l}
X \\
\eta
\end{array}\right] .
$$

The asymptotic distribution of the estimators of $(\phi, \psi, \chi, \eta)$ is mixed Gaussian around the true values with an asymptotic quadratic variation process for $T((\hat{\varphi}, \hat{\psi}, \hat{X}, \hat{\eta})-(\varphi, \psi, X, \eta))$ estimated by

$$
T\left[\begin{array}{ll}
\hat{\rho}_{11} H^{1,} S_{11} H^{1} & \hat{\rho}_{12} H^{1} S_{11} H^{2} \\
\hat{\rho}_{21} H^{2,} S_{11} H^{1} & \hat{\rho}_{22} H^{2} S_{11} H^{2}
\end{array}\right]^{-1}, \hat{\rho}_{i j}=\hat{\alpha}_{i} \hat{\Omega}^{-1} \hat{\alpha}_{j}
$$

Thus asymptotic inference concerning the parameters can be conducted as if they are Gaussian with the above variance matrix, provided parameters are estimated by the maximum likelihood procedure.

Perhaps an even better way of writing the result is as follows:

$$
\left[\begin{array}{l}
T^{-1} \hat{\rho}_{11} H^{1,} S_{11} H^{1} T^{-1} \hat{\rho}_{12} H^{1} S_{11} H^{2} \\
T^{-1} \hat{\rho}_{21} H^{2 \prime} S_{11} H^{1} T^{-1} \hat{\rho}_{22} H^{2} S_{11} H^{2}
\end{array}\right]^{-\frac{1}{2}} T\left[\begin{array}{c}
\hat{\varphi}-\varphi \\
\bar{\psi}-\psi \\
\hat{x}-X \\
\dot{\eta}-\eta
\end{array}\right] \longrightarrow
$$

$$
N_{4}(0, I)
$$

If we would rather specify the asymptotic distribution of the estimated cointegrating vectors themselves we see that

$$
\hat{\beta}_{1}-\beta_{1}=H^{1}\left[\begin{array}{c}
\hat{\varphi}-\varphi \\
\hat{\psi}-\psi
\end{array}\right], \hat{\beta}_{2}-\beta_{2}=H^{2}\left[\begin{array}{l}
\hat{X}-\chi \\
\hat{\eta}-\eta
\end{array}\right]
$$

which accounts for the extra factors $\left\{H^{\prime}\right\}$ and $\left\{H^{n}\right\}$, with

$$
\left\{H^{i}\right\}=\left[\begin{array}{cc}
H^{1} & 0 \\
0 & H^{2}
\end{array}\right]
$$

in the result of Theorem 13.4.

### 13.5 More Asymptotic Distributions

The results obtained in section 13.4 can be applied to find the asymptotic distribution of the remaining parameter estimates. We first discuss the distribution of the estimator for the parameters $\boldsymbol{\vartheta}=\left(\alpha, \Gamma_{1}, \ldots, \Gamma_{k-1}\right)$ and then find the asymptotic distribution of $\hat{\mu}$. In deriving the asymptotic distribution of $\hat{\vartheta}$ we use the fact that they are all coefficients to stationary variables, since both $\beta^{\prime} X$, and $\Delta X$, are stationary. We define

$$
Z_{t}(\beta)^{\prime}=\left(\left(\beta^{\prime} X_{t-1}\right)^{\prime}, \Delta X_{t-1}^{\prime}, \ldots, \Delta X_{t-k+1}^{\prime}\right)
$$

and $\bar{Z}_{T}(\beta)=T^{-1} \Sigma_{i=1}^{T} Z_{t}(\beta)$. Note that $E\left(\Delta X_{1}\right)=C \mu$ and that the expectation of $\beta^{\prime} X$, can be found from the model equation (4.1),

$$
C \mu=E\left(\Delta X_{t}\right)=\alpha E\left(\beta^{\prime} X_{t-1}\right)+\sum_{i=1}^{k-1} \Gamma_{i} C \mu+\mu
$$

Multiplying by $\overline{\alpha^{\prime}}$, gives

$$
E\left(\beta^{\prime} X_{t}\right)=\overline{\alpha^{\prime}}\left(C-I-\sum_{i=1}^{k-1} \Gamma_{i} C\right) \mu=\overline{\alpha^{\prime}}(\Gamma C-I) \mu
$$

with $\Gamma=I-\sum_{i=1}^{k-1} \Gamma_{i}$, see Theorem 4.2. Thus

$$
E\left(Z_{t}(\beta)\right)^{\prime}=\mu^{\prime}\left\{\left(C^{\prime} \Gamma^{\prime}-I\right) \bar{\alpha}, C^{\prime}, \ldots, C^{\prime}\right\}=\mu^{\prime} \xi^{\prime}
$$

say. We denote $\Sigma=\operatorname{Var}\left(Z_{t}(\beta)\right)$. Clearly this can be calculated in terms of $\alpha, \beta, \Gamma_{1}, \ldots, \Gamma_{k-1}$ and $\Omega$, but this will not be needed here, since we shall estimate it consistently from $Z_{t}(\hat{\beta})$.

Theorem 13.5 If $\beta$ is normalized by ' $\beta=I$ then the asymptotic distribution of the estimator $\hat{\theta}=\left(\hat{\alpha}, \hat{\Gamma}_{1}, \ldots, \hat{\Gamma}_{k-1}\right)$ is given by

$$
T^{\frac{1}{2}}(\hat{\vartheta}-\vartheta) \xrightarrow{w} N_{p \times(r+(k-1) p)}\left(0, \Omega \bigotimes \Sigma^{-1}\right)
$$

where $\Sigma$ is consistently estimated by

$$
T^{-1} \sum_{t=1}^{T}\left(Z_{t}(\hat{\beta})-\bar{Z}_{T}(\hat{\beta})\right)\left(Z_{t}(\hat{\beta})-\bar{Z}_{T}(\hat{\beta})\right)^{\prime} \xrightarrow{P} \Sigma=\operatorname{Var}\left(Z_{t}(\beta)\right)
$$

Proof The model can be written as

$$
\Delta X_{t}=\vartheta Z_{t}(\beta)+\mu+\varepsilon_{t}
$$

For fixed $\beta$ this is just a regression equation which determines the maximum likelihood estimator $\hat{\vartheta}(\beta)$ by the equation

$$
\begin{gathered}
T^{\frac{1}{2}}(\hat{\vartheta}(\beta)-\vartheta)\left[T^{-1} \sum_{t=1}^{T}\left(Z_{t}(\beta)-\bar{Z}_{t}(\beta)\right)\left(Z_{t}(\beta)-\bar{Z}_{t}(\beta)\right)^{\prime}\right] \\
=T^{-\frac{1}{2}} \sum_{t=1}^{T} \varepsilon_{t}\left(Z_{t}(\beta)-\bar{Z}_{t}(\beta)\right)^{\prime}
\end{gathered}
$$

By Theorem B. 13 this is weakly convergent to a Gaussian distribution with mean zero and variance $\Omega \otimes \Sigma$, such that

$$
T^{\frac{1}{2}}(\hat{\vartheta}(\beta)-\vartheta) \xrightarrow{w} N\left(0, \Omega \bigotimes \Sigma^{-1}\right)
$$

Here $\Sigma$ is the probability limit of

$$
T^{-1} \sum_{t=1}^{T}\left(Z_{t}(\beta)-\bar{Z}_{t}(\beta)\right)\left(Z_{t}(\beta)-\bar{Z}_{t}(\beta)\right)^{\prime}
$$

It is not difficult to see that we can replace $\beta$ by $\hat{\beta}$ due to the relations (13.4) and (13.5), which shows Theorem 13.5 for $\hat{v}=\hat{v}(\hat{\beta})$.

THEOREM 13.6 The asymptotic distribution of $T^{\frac{1}{2}}(\hat{\mu}-\mu)$ is found from

$$
\begin{align*}
& T^{\frac{1}{2}}(\hat{\mu}-\mu) \xrightarrow{w} N_{p}\left(0, \Omega \mu^{\prime} \xi^{\prime} \Sigma^{-1} \xi \mu\right) \\
& +W(1)-\alpha \int_{0}^{1}\left(d V_{\alpha}\right) G^{\prime}\left[\int_{0}^{1} G G^{\prime} d u\right]^{-1} \bar{G}_{0} \tag{13.13}
\end{align*}
$$

where $\xi \mu=E\left(Z_{t}(\beta)\right), \Sigma=\operatorname{Var}\left(Z_{t}(\beta)\right)$,

$$
T^{-\frac{1}{2}} B_{T}^{\prime} X_{[T u]} \longrightarrow \quad G_{0}(u)=\left[\begin{array}{c}
- \\
\gamma^{\prime} C W(u) \\
u
\end{array}\right]
$$

and $G(u)=G_{0}(u)-\bar{G}_{0}$, see Lemma 10.2. The first term in (13.13) is independent of the last two terms.

Thus

$$
T^{\frac{1}{2}} \alpha^{\prime} \perp(\hat{\mu}-\mu) \xrightarrow{w} N_{p-r}\left(0, \alpha^{\prime} \perp \Omega \alpha_{\perp}\left(\mu^{\prime} \xi^{\prime} \Sigma^{-1} \xi \mu+1\right)\right),
$$

that is, asymptotically Gaussian, whereas

$$
\begin{aligned}
& T^{\frac{1}{2}} \alpha^{\prime} \Omega^{-1}(\hat{\mu}-\mu) \xrightarrow{w} N_{r}\left(0, \alpha^{\prime} \Omega^{-1} \alpha \mu^{\prime} \xi^{\prime} \Sigma^{-1} \xi \mu\right) \\
&+\alpha^{\prime} \Omega^{-1} W(1)-\alpha^{\prime} \Omega^{-1} \alpha \int_{0}^{1}\left(d V_{\alpha}\right) G^{\prime}\left[\int_{0}^{1} G G^{\prime} d u\right]^{-1} \bar{G}_{0}
\end{aligned}
$$

is asymptotically mixed Gaussian with conditional variance given by

$$
\alpha^{\prime} \Omega^{-1} \alpha\left(\mu^{\prime} \xi^{\prime} \Sigma^{-1} \xi \mu+1+\bar{G}_{0}^{\prime}\left[\int_{0}^{1} G G^{\prime} d u\right]^{-1} \bar{G}_{0}\right)
$$

Proof The likelihood equation for $\mu$ is

$$
T^{-1} \sum_{t=1}^{T} \Delta X_{t}=\hat{\alpha} \hat{\beta}^{\prime} \bar{X}_{T}+\sum_{i=1}^{k-1} \hat{\Gamma}_{i} T^{-1} \sum_{t=1}^{T} \Delta X_{t-i}+\hat{\mu}
$$

and the model equation implies

$$
T^{-1} \sum_{t=1}^{T} \Delta X_{t}=\alpha \beta^{\prime} \bar{X}_{T}+\sum_{i=1}^{k-1} \Gamma_{i} T^{-1} \sum_{t=1}^{T} \Delta X_{t-i}+\mu+\bar{\varepsilon}_{T}
$$

From this we find since $\alpha \beta^{\prime}-\hat{\alpha} \hat{\beta}^{\prime}=-\hat{\alpha}(\hat{\beta}-\beta)^{\prime}-(\hat{\alpha}-\alpha) \beta^{\prime}$

$$
\begin{aligned}
& T^{\frac{1}{2}}(\hat{\mu}-\mu) \\
= & T^{\frac{1}{2}}\left(\alpha \beta^{\prime}-\hat{\alpha} \hat{\beta}^{\prime}\right) \bar{X}_{T}+\sum_{i=1}^{k-1} T^{\frac{1}{2}}\left(\Gamma_{i}-\hat{\Gamma}_{i}\right) T^{-1} \sum_{t=1}^{T} \Delta X_{t-i}+T^{-\frac{1}{2}} \sum_{t=1}^{T} \varepsilon_{t} \\
= & -T^{\frac{1}{2}} \hat{\alpha}(\hat{\beta}-\beta)^{\prime} \bar{X}_{T}-T^{\frac{1}{2}}(\hat{\vartheta}-\vartheta) \bar{Z}_{T}(\beta)+T^{-\frac{1}{2}} \sum_{t=1}^{T} \varepsilon_{t,}
\end{aligned}
$$

which we write

$$
\begin{align*}
& T^{\frac{1}{2}}(\hat{\mu}-\mu) \\
& =-\hat{\alpha}\left[T U_{T}^{\prime}\right]\left[T^{-\frac{1}{2}} B_{T}^{\prime} \bar{X}_{T}\right]-T^{\frac{1}{2}}(\hat{\vartheta}-\vartheta) \bar{Z}_{T}(\beta)+T^{-\frac{1}{2}} \sum_{t=1}^{T} \varepsilon_{t} \tag{13.14}
\end{align*}
$$

From this expression we derive the limit distribution of $T^{\frac{1}{2}}(\hat{\mu}-\mu)$. From Lemma 10.2 we find that $T^{-\frac{1}{2}} B^{\prime} T_{T} \bar{X}_{T} \xrightarrow{w} \bar{G}_{0}$. From Theorem 13.5 we see that $T^{\frac{1}{2}}(\hat{\vartheta}-v) \bar{z}_{T}(\beta) \xrightarrow{w} N\left(0, \Omega \mu^{\prime} \xi^{\prime} \Sigma^{-1} \xi \mu\right)$. Finally Lemma 13.2 shows that

$$
T U^{\prime}{ }_{T} \xrightarrow{w} \int_{0}^{1}\left(d V_{\alpha}\right) G^{\prime}\left[\int_{0}^{1} G G^{\prime} d u\right]^{-1}
$$

Combining the results we find (13.13). It only remains to see that the contribution from the limit of $T^{\frac{1}{2}(\hat{v}-\hat{v})}$ is independent of the other terms. It is seen from the proof of Theorem 13.5 that the limit of $T^{\frac{1}{2}(\hat{v}-v)}$ is derived from

$$
T^{-\frac{1}{2}} \sum_{t=1}^{[T u]} \varepsilon_{t}\left(Z_{t}(\beta)-\bar{Z}_{T}(\beta)\right)^{\prime}
$$

This process converges towards a Brownian motion with covariance matrix $\Omega \otimes \Sigma$, but the covariance with the process $T^{-\frac{1}{2}} \sum_{t=1}^{[T u]} \varepsilon_{t}$ is zero, implying that the two limit processes are independent. Since the contributions from $(\hat{\beta}-\beta)^{\prime} \bar{X}_{T}$ and $T^{-\frac{1}{2}} \Sigma_{t=1}^{\left[T_{L}\right]} \varepsilon_{t}$ in (13.14) only depend on $W$ the result is proved. Multiplication by $\alpha_{\perp}^{\prime}$ and $\alpha^{\prime} \Omega^{-1}$ gives the final formulation.

The reason for the final formulation with $\alpha_{\perp}$ and $\alpha^{\prime} \Omega^{-1}$ is that the asymptotic distribution of $T^{\frac{1}{2}(\hat{\mu}-\mu)}$ is not mixed Gaussian in the sense that if in (13.13) we condition on $G$ the expectation is not zero. If, however, we consider the components in the direction $\alpha_{1}^{\prime}$ and $\alpha^{\prime} \Omega^{-1}$, then we get mixed Gaussian distributions with conditional expectation zero. The result implies that inference in the form of Wald tests is not so simple, but the hypothesis about the absence of the trend $\alpha^{\prime} \mu=0$ is easily tested, see Corollary 11.2.
THEOREM 13.7 The asymptotic distribution of the estimators of $\Pi=\alpha \beta^{\prime}, C=\beta_{\perp}\left(\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}$, and $\tau=C \mu$ are given by

$$
\begin{array}{lll}
T^{\frac{1}{2}}(\hat{\Pi}-\Pi) \longrightarrow & w & N_{p \times p}\left(0, \Omega \bigotimes \beta \Sigma_{\beta \beta}^{-1} \beta^{\prime}\right) \\
T^{\frac{1}{2}}(\hat{C}-C) \longrightarrow & w & N_{p \times p}\left(0, C \Omega C^{\prime} \bigotimes \xi^{\prime} \Sigma^{-1} \xi\right), \\
T^{\frac{1}{2}}(\hat{I}-\tau) \longrightarrow & w & C W(1),
\end{array}
$$

with $\xi^{\prime}=\left(\left(C \Gamma^{\prime}-I\right) \bar{\alpha}, C, \ldots, C\right)$. An efficient estimator of $\tau$ is $T^{-1} X_{r}$
Proof We let $\beta$ be normalized by a matrix $c$ and apply Theorem 13.3. We find

$$
T^{\frac{1}{2}}(\hat{\Pi}-\Pi)=T^{\frac{1}{2}}\left(\hat{\alpha} \hat{\beta}^{\prime}-\alpha \beta^{\prime}\right)=T^{\frac{1}{2}}(\hat{\alpha}-\alpha) \beta^{\prime}+O_{P}\left(T^{-\frac{1}{2}}\right)
$$

since the superconsistency of $\hat{\beta}$ implies that $\hat{\beta}-\beta \in O_{P}\left(T^{-1}\right)$. Thus the result about $\hat{n}$ follows from that of $\hat{\alpha}$ and the asymptotic variation of $\hat{\beta}$ plays no role in the asymptotic variance of $\hat{\Pi}$ due to the superconsistency
of $\hat{\beta}$. Note that the asymptotic variance matrix is singular, and that hypotheses on $\beta$ require investigation of this singularity as indicated by the asymptotic distribution of $\hat{\beta}$.
If we choose $\hat{\alpha}_{\perp}=\alpha_{\perp}-\alpha\left(\hat{a}^{\prime} \alpha\right)^{-1} \hat{\alpha}^{\prime} \alpha_{\perp}$ then $\hat{a}^{\prime} \hat{\alpha}_{\perp}=0$ and

$$
\hat{\alpha}_{\perp}-\alpha_{\perp}=-\bar{\alpha}(\hat{\alpha}-\alpha)^{\prime} \alpha_{\perp}+O_{P}\left(T^{-1}\right)
$$

The superconsistency of $\hat{\boldsymbol{\beta}}$ implies that we can replace $\hat{\boldsymbol{\beta}}_{\perp}$ by $\beta_{\perp}$ in the expression for $\hat{\mathrm{C}}$ with an error of $O_{p}\left(T^{-1}\right)$ and we then get, apart from terms of $O_{p}\left(T^{-1}\right)$,

$$
\begin{aligned}
\hat{C} & =\hat{\beta}_{\perp}\left(\hat{\alpha}_{\perp} \hat{\Gamma}_{\beta_{\perp}}\right)^{-1} \hat{\alpha}_{\perp}=\beta_{\perp}\left(\hat{\alpha}_{\perp} \hat{\Gamma} \beta_{\perp}\right)^{-1} \hat{\alpha}_{\perp} \\
& =\beta_{\perp}\left[\alpha_{\perp} \Gamma \beta_{\perp}+\left(\hat{\alpha}_{\perp}-\alpha_{\perp}\right)^{\prime} \Gamma \beta_{\perp}+\hat{\alpha}_{\perp}(\hat{\Gamma}-\Gamma) \beta_{\perp}\right]^{-1}\left(\alpha_{\perp}+\hat{\alpha_{\perp}}-\alpha_{\perp}\right)^{\prime} \\
& =C-\beta_{\perp}\left(\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}\right)^{-1}\left(\hat{\alpha}_{\perp}-\alpha_{\perp}\right)^{\prime} \Gamma \beta_{\perp}\left(\alpha_{\perp} \Gamma \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime} \\
& -\beta_{\perp}\left(\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}(\hat{\Gamma}-\Gamma) \beta_{\perp}\left(\alpha^{\prime}{ }_{\perp} \Gamma \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime} \\
& +\beta_{\perp}\left(\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}\right)^{-1}\left(\hat{\alpha}_{\perp}-\alpha_{\perp}\right)^{\prime} .
\end{aligned}
$$

Now insert $\hat{\mathbf{a}}_{\perp}-\boldsymbol{a}_{\perp}=-\bar{\alpha}(\hat{\alpha}-\boldsymbol{a})^{\prime} \boldsymbol{a}_{\perp}+O_{P}\left(T^{-1}\right)$ and use the definition of $C$, and we find

$$
\hat{C}-C=C(\hat{\alpha}-\alpha) \overline{\alpha^{\prime}}(\Gamma C-I)-C(\hat{\Gamma}-\Gamma) C+O_{P}\left(T^{-1}\right)=C(\hat{\vartheta}-\vartheta) \xi+O_{P}\left(T^{-1}\right)
$$

with $\xi^{\prime}=\left(\left(C \Gamma^{\prime}-I\right) \bar{\alpha}, C, \ldots, C\right)$, since $\Gamma=I-\sum_{i=1}^{k-1} \Gamma_{i}$, and $\vartheta=\left(\alpha, \Gamma_{1}, \ldots, \Gamma_{k-1}\right)$
Thus the asymptotic distribution can be found from Theorem 13.5. This result can also be found in Paruolo (1995a).
Next consider the estimation of $\tau$. From the likelihood equation for $\hat{\mu}$ we find by multiplying by $\hat{C}$ that

$$
\begin{aligned}
\hat{\tau} & =\hat{C} \hat{\mu}=\hat{C} T^{-1}\left(X_{T}-X_{0}\right)-\sum_{i=1}^{k-1} \hat{C} \hat{\Gamma}_{i} T^{-1}\left(X_{T-i}-X_{-i}\right) \\
& =\hat{C} \hat{\Gamma}_{i} T^{-1} X_{T}-\sum_{i=1}^{k-1} \hat{C} \hat{\Gamma}_{i} T^{-1}\left(X_{T-i}-X_{T}-X_{-i}\right)+O_{P}\left(T^{-1}\right) \\
& =\hat{C} \hat{\Gamma} T^{-1} X_{T}+O_{P}\left(T^{-1}\right),
\end{aligned}
$$

since $\hat{C} \hat{a} \hat{\beta}^{\prime} \bar{X}_{T}=0$. From Granger's representation theorem we find

$$
T^{-1} X_{T}=C T^{-1} \sum_{i=1}^{T} \varepsilon_{i}+C \mu+O_{P}\left(T^{-1}\right)
$$

and hence that

$$
\begin{aligned}
& T^{\frac{1}{2}}(\hat{I}-\tau)=T^{\frac{1}{2}}\left(\hat{C} \hat{\Gamma} T^{-1} X_{T}-C \mu\right)+O_{P}\left(T^{-\frac{1}{2}}\right) \\
& =\hat{C} \hat{\Gamma} C\left[T^{-\frac{1}{2}} \sum_{i=1}^{T} \varepsilon_{i}\right]+T^{\frac{1}{2}}(\hat{C} \hat{\Gamma} C-C) \mu+o_{P}(1)
\end{aligned}
$$

In the expression for $\hat{c} \hat{\Gamma} C$ we can insert $\hat{\beta}_{\perp}=\beta_{\perp}+O_{P}\left(T^{-1}\right)$ and find apart from terms of the order $O_{P}\left(T^{-1}\right)$

$$
\hat{C} \hat{\Gamma} C=\beta_{\perp}\left(\hat{\alpha^{\prime}}{ }_{\perp} \hat{\Gamma} \beta_{\perp}\right)^{-1} \hat{\alpha^{\prime}}{ }_{\perp} \hat{\Gamma} \beta_{\perp}\left(\alpha_{\perp}^{\prime} \Gamma \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}=C
$$

### 13.6 The Likelihood Ratio Test for Hypotheses on the Long-Run Coefficients $\beta$

In this section we will exploit the mixed Gaussian distribution as obtained in section 13.4 to show that the likelihood ratio test statistics of hypotheses on $\beta$ are asymptotically $\chi^{2}$ distributed. This follows since a Taylor expansion of the likelihood function around the maximum value gives a quadratic approximation, and by conditioning on the mixing parameter one obtains an asymptotic $\chi^{2}$ distribution.

We first derive a second order approximation to the likelihood function and then apply this to give the asymptotic distribution of the test statistic for a simple hypothesis on $\beta$, as well as the test statistic for $\beta=H \boldsymbol{\phi}$ and for general identifying restrictions on $\beta$.
LEMMA 13.8 The likelibood ratio test for a simple hypothesis on $\beta$ bas the representation

$$
\begin{equation*}
-2 \log Q(\beta \mid H(r))=\operatorname{Ttr}\left\{\left(\alpha^{\prime} \Omega^{-1} \alpha\right)(\tilde{\beta}-\beta)^{\prime} S_{11}(\tilde{\beta}-\beta)\right\}+O_{P}\left(T^{-1}\right) \tag{13.15}
\end{equation*}
$$

which is asymptotically distributed as

$$
\begin{equation*}
\operatorname{tr}\left\{\left(\alpha^{\prime} \Omega^{-1} \alpha\right) \int_{0}^{1}\left(d V_{\alpha}\right) G^{\prime}\left[\int_{0}^{1} G G^{\prime} d u\right]^{-1} \int_{0}^{1} G\left(d V_{\alpha}\right)\right\} \tag{13.16}
\end{equation*}
$$

where $G$ is given in Lemma 13.2. The distribution of (13.16) is $\chi^{2} w i t h r(p-r)$ degrees of freedom.
Proof The likelihood ratio test has the form

$$
-2 \log Q(\beta \mid H(r))=-2 \log \left(L_{\max }(\beta) / L_{\max }(\tilde{\beta})\right)
$$

where

$$
\begin{equation*}
L_{\max }^{-2 / T}(\beta)=\left|S_{00}\right|\left|\beta^{\prime}\left(S_{11}-S_{10} S_{00}^{-1} S_{01}\right) \beta\right| /\left|\beta^{\prime} S_{11} \beta\right| \tag{13.17}
\end{equation*}
$$

see (6.14).
In the following it is useful to evaluate the order of magnitude of various terms. From (13.2) we have $\tilde{\beta}-\beta=B_{T} U_{T}$, and the result of Lemma 13.2 is that $T U_{T}$ converges in distribution. Hence

$$
\begin{array}{lll}
(\tilde{\beta}-\beta)^{\prime} S_{11} \beta & =U^{\prime}{ }_{T} B^{\prime}{ }_{T} S_{11} \beta & \in O_{P}\left(T^{-1}\right) \\
(\tilde{\beta}-\beta)^{\prime} S_{11}(\tilde{\beta}-\beta) & =U^{\prime}{ }_{T} B^{\prime}{ }_{T} S_{11} B_{T} U_{T} & \in O_{P}\left(T^{-1}\right), \\
(\tilde{\beta}-\beta)^{\prime} S_{10} & =U^{\prime}{ }_{T} B^{\prime}{ }_{T} S_{10} & \in O_{P}\left(T^{-1}\right) .
\end{array}
$$

The remainder terms of the expansion (A.11) is given as $O(\| / / / f)$, but in the expression for $-2 \log L_{\max }(\beta)$ the remainder terms contains apart from the factor $T$ a product of terms like $(\tilde{\beta}-\beta)^{\prime} S_{11}(\tilde{\beta}-\beta)$ and $(\tilde{\beta}-\beta)^{\prime} S_{11} \beta$ which shows that the remainder term is of the order of $T^{-1}$ in probability.
We now expand the logarithm of the expression for $L_{\max }^{-2}(\beta)$ around the value $\beta=\tilde{\beta}$ using the expansion (A.11). We find that $-2 \log Q(\beta \mid H(r))$ equals the difference between two terms: the first we get for $\hat{x}=\tilde{\beta}, h=(\tilde{\beta}-\beta)$ and $M=S_{11}-S_{10} S_{00}^{-1} S_{01}$ and the other with $N=S_{11}$. The second term is

$$
\begin{aligned}
& \operatorname{Ttr}\left\{\left(\tilde{\beta}^{\prime} S_{11} \tilde{\beta}\right)^{-1}(\tilde{\beta}-\beta)^{\prime}\left(S_{11}-S_{11} \tilde{\beta}\left(\tilde{\beta^{\prime}} S_{11} \tilde{\beta}\right)^{-1} \tilde{\beta^{\prime}} S_{11}\right)(\tilde{\beta}-\beta)\right\} \\
& =\operatorname{Ttr}\left\{\Sigma_{\beta \beta}^{-1}(\tilde{\beta}-\beta)^{\prime} S_{11}(\tilde{\beta}-\beta)\right\}+O_{P}\left(T^{-1}\right)
\end{aligned}
$$

In a similar way we find the first term can be reduced since

$$
\begin{array}{rlr}
\tilde{\beta}^{\prime}\left(S_{11}-S_{10} S_{00}^{-1} S_{01}\right) \tilde{\beta} \longrightarrow & { }^{p} & \Sigma_{\beta \beta}-\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta}, \\
(\tilde{\beta}-\beta)^{\prime}\left(S_{11}-S_{10} S_{00}^{-1} S_{01}\right)(\tilde{\beta}-\beta) & =(\tilde{\beta}-\beta)^{\prime} S_{11}(\tilde{\beta}-\beta)+O_{P}\left(T^{2}\right), & \\
(\tilde{\beta}-\beta)^{\prime}\left(S_{11}-S_{10} S_{00}^{-1} S_{01}\right) \tilde{\beta} & =O_{P}\left(T^{-1}\right) . &
\end{array}
$$

Combining these results we find that $-2 \log Q(\beta \mid H(r))$ equals

$$
\operatorname{Ttr}\left\{\left[\left(\Sigma_{\beta \beta}-\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta}\right)^{-1}-\Sigma_{\beta \beta}^{-1}\right](\tilde{\beta}-\beta)^{\prime} S_{11}(\tilde{\beta}-\beta)\right\}+O_{P}\left(T^{-1}\right)
$$

From (10.8) the first factor equals $\alpha^{\prime} \Omega^{-1} \alpha$, which shows (13.15). Since $\tilde{\beta}-\beta=B_{T} U_{T}$, see Lemma 13.2, we find

$$
-2 \log Q(\beta \mid H(r))=\operatorname{tr}\left\{\alpha^{\prime} \Omega^{-1} \alpha\left[T U^{\prime}{ }_{T}\right]\left[T^{-1} B_{T}^{\prime} S_{11} B_{T}\right]\left[T U_{T}\right]\right\}
$$

apart from terms of the order of $T^{-1}$ in probability. By Lemma 13.2 this converges towards

$$
\operatorname{tr}\left\{\alpha^{\prime} \Omega^{-1} \alpha \int_{0}^{1}\left(d V_{\alpha}\right) G^{\prime}\left[\int_{0}^{1} G G^{\prime} d u\right]^{-1} \int_{0}^{1} G\left(d V_{\alpha}\right)^{\prime}\right\}
$$

which shows (13.16). Now notice that conditionally on $G$ the $r \times(p-r)$ matrix $\int_{0}^{1}\left(d V_{\alpha}\right) G^{\prime}$ is Gaussian with mean zero and conditional variance $\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1} \otimes \int_{0}^{1} G G^{\prime} d u$, such that conditionally on $G$ the distribution of the statistic (13.16) is $\chi^{2}$ with $r(p-r)$ degrees of freedom. Hence this result also holds marginally, as was to be proved.

Another way of expressing this result is as follows: conditioning on $G$, the integral $\int_{0}^{1}\left(d V_{\alpha}\right) G^{\prime}$ is Gaussian

$$
N_{p \times(p-r)}\left(0,\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{-1} \bigotimes \int_{0}^{1} G G^{\prime} d u\right),
$$

such that the variable

$$
\begin{equation*}
Z=\left(\alpha^{\prime} \Omega^{-1} \alpha\right)^{\frac{1}{2}} \int_{0}^{1}\left(d V_{\alpha}\right) G^{\prime}\left(\int_{0}^{1} G G^{\prime} d u\right)^{-\frac{1}{2}} \tag{13.18}
\end{equation*}
$$

is $N_{r \times \varphi-n}(0, I)$. Expressed in terms of this variable the limit is just $\operatorname{tr}\{Z Z\}$ which is $\chi^{2}$ with $r \times(p-r)$ degrees of freedom.

The results of Lemma 13.8 is of course not enough for applications where one typically wants to test a composite hypothesis on $\beta$ as for instance $\beta=H \boldsymbol{\phi}, \beta=(b, \psi), \beta=\left(H_{1} \phi_{1}, H_{2} \phi_{2}\right)$ etc. For each of these hypotheses, however, the method is the same. One obtains an expansion of the log-likelihood function around the maximum point with and without restrictions, and by subtracting the expressions one finds an expression for the asymptotic distribution, which turns out to be a $\chi^{2}$ distribution.
In order to illustrate the technique consider the simple situation where we want to test $\beta=H \phi$.
THEOREM 13.9 The asymptotic distribution of the likelihood ratio test for the bypothesis $\beta=H \phi$, see (7.2), is $\chi^{2}(r(p-s))$.
Proof For fixed $\beta=H \phi$ we found the maximized likelihood function in (13.17). The asymptotic properties of the sample moments now depend on the asymptotic properties of the process

$$
H^{\prime} X_{t}=H^{\prime} C \sum_{i=1}^{t} \varepsilon_{i}+H^{\prime} C \mu t+H^{\prime} Y_{t}+H^{\prime} P_{\beta_{\perp}} X_{0}
$$

where $Y$, is a stationary process, see (4.2).
Let $P_{H}=H\left(H^{\prime} H\right)^{-1} H^{\prime}$ denote the projection onto the space $s p(H)$, and define $r_{H}=P_{H} T^{\prime} \bar{H} H^{\prime} C \mu$. Then $\beta=H \phi$ is orthogonal to $\tau_{H}$ since
$\beta^{\prime} \tau_{H}=\beta^{\prime} P_{H} \tau=\beta^{\prime} \tau=0$. Let $\gamma_{H}(\phi \times(s-r-1))$ be chosen orthogonal to $\beta$ and $\tau_{H}$ such that $\left(\beta, \tau_{H}, \gamma_{H}\right)$ span $s p(H)$. Then $\gamma_{H}$ is also orthogonal to $\tau$, since $\gamma_{H}^{\prime} \tau=\gamma_{H}^{\prime} P_{H} \tau=\gamma_{H}^{\prime} \tau_{H}=0$, and this shows that $\gamma_{H}=\gamma \xi_{H}$ for some matrix $\xi_{H}$, where $\gamma$ is $p \times$ $(p+r-1)$ is orthogonal to $(\beta, \tau)$. Thus $P_{H} X$, will be stationary in the direction $\beta$, dominated by a linear trends in the direction $\tau_{H}$, and finally behave like a random walk without trend in the direction $\gamma_{H}$. Thus in particular we find

$$
\begin{array}{lll}
T^{-\frac{1}{2}} \bar{Y}_{H}^{\prime} X_{[T u]} \longrightarrow & w & \bar{Y}_{H}^{\prime} C W(u) \\
T^{-1} \overline{T_{H}^{\prime}} X_{[T u]} \longrightarrow & P & u .
\end{array}
$$

From these results we can find the asymptotic behaviour of the product moment matrices and derive an asymptotic expression for the $\log$ likelihood function of the form (13.16) except that $G$ is now replace by

$$
G_{H}(u)=\left[\begin{array}{c}
-\gamma_{H}^{\prime} C(W(u)-\bar{W}) \\
u-\frac{1}{2}
\end{array}\right]=\left[\begin{array}{cc}
\left(\gamma_{H}^{\prime} Y_{H}\right)^{-1} \xi_{H}^{\prime} Y^{\prime} \gamma & 0 \\
0 & 1
\end{array}\right] G(u)
$$

The likelihood ratio test of $\beta=H \phi$ is now the difference of the two expressions like (13.16) with $G$ and $G_{H}$. We want to simplify this by conditioning on $G$ (and hence $G_{H}$ ), and introduce the $r \times(p-r)$ Gaussian variable $Z$ (13.18) and the $(s-r) \times p$ matrix

$$
M^{\prime}=\left[\begin{array}{cc}
\left(Y_{H}^{\prime} Y_{H}\right)^{-1} \xi_{H}^{\prime} Y^{\prime} Y & 0 \\
0 & 1
\end{array}\right]\left(\int_{0}^{1} G G^{\prime} d u\right)^{\frac{1}{2}}
$$

We then get the representation

$$
\begin{aligned}
-2 \log Q\left(\beta=H \varphi \mid H_{1}(r)\right) \stackrel{w}{\rightarrow} & \operatorname{tr}\left\{Z Z^{\prime}\right\}-\operatorname{tr}\left\{Z M\left(M^{\prime} M\right)^{-1} M^{\prime} Z^{\prime}\right\} \\
& =\operatorname{tr}\left\{Z M_{\perp}\left(M_{\perp}^{\prime} M_{\perp}\right)^{-1} M_{\perp}^{\prime} Z^{\prime}\right\}
\end{aligned}
$$

which is distributed as $\chi^{2}$ with $r(p-s)$ degrees of freedom.

Finally we give the result for the case where the individual cointegrating vectors are identified by linear restrictions.
THEOREM 13.10 The asymptotic distribution of the likelihood ratio test for the identifying restrictions $\beta=\left(H_{1} \phi_{1}, \ldots, H_{\phi \phi}\right)$ normalized by $\beta_{i}=h_{i}+H^{i} \psi i s \chi^{2}$ with degrees of freedom $\Sigma_{i=1}^{r}\left(p-r-s_{i}+1\right)$, where $H i s p \times s_{\text {, }}$ provided $\beta$ is identified.
Proof We can write the hypothesis as

$$
\beta=\left(h_{1}, \ldots, h_{r}\right)+\left(H^{1}, \ldots, H^{r}\right)\left\{\psi_{i}\right\}
$$

where we have used the notation of Theorem 13.4, that is, $\left\{\psi_{i}\right\}$ is block diagonal with $\psi_{\text {, }}$, in the diagonal. By the expansion of the log likelihood function around the maximum point $\hat{\beta}$ we find that the first order condition is

$$
\begin{aligned}
& \operatorname{tr}\left\{\left(\hat{\beta}^{\prime}\left(S_{11}-S_{10} S_{00}^{-1} S_{01}\right) \hat{\beta}\right)^{-1} \hat{\beta}^{\prime}\left(S_{11}-S_{10} S_{00}^{-1} S_{01}\right) k\right\} \\
& =\operatorname{tr}\left\{\left(\hat{\beta}^{\prime} S_{11} \hat{\beta}\right)^{-1} \hat{\beta}^{\prime} S_{11} k\right\}
\end{aligned}
$$

for all $k$ of the form $k=\left(H^{1}, \ldots, H^{\prime}\right)\left\{k_{i}\right\}$. Thus at the maximum point we have

$$
\left(\hat{\beta}^{\prime}\left(S_{11}-S_{10} S_{00}^{-1} S_{01}\right) \hat{\beta}\right)^{-1} \hat{\beta}^{\prime}\left(S_{11}-S_{10} S_{00}^{-1} S_{01}\right) H^{i}=\left(\hat{\beta}^{\prime} S_{11} \hat{\beta}\right)^{-1} \hat{\beta}^{\prime} S_{11} H^{i},
$$

and the expansion to the second order around the maximum point has the same form as in the proof of Lemma 13.8 and we get an expansion of the test statistic. We find

$$
\begin{aligned}
-2 \log Q & =\operatorname{Ttr}\left\{\alpha^{\prime} \Omega^{-1} \alpha(\hat{\beta}-\beta)^{\prime} S_{11}(\hat{\beta}-\beta)\right\}+O_{P}\left(T^{-1}\right) \\
& =\operatorname{Ttr}\left\{\alpha^{\prime} \Omega^{-1} \alpha\left\{\hat{\Psi}_{i}-\psi_{i}\right\}^{\prime}\left\{H^{i \prime} S_{11} H^{j}\right\}\left\{\hat{\psi}_{j}-\psi_{j}\right\}\right\}+O_{P}\left(T^{-1}\right) \\
& =\operatorname{Ttr}\left\{\left\{\hat{\psi}_{i}-\psi_{i}\right\}^{\prime}\left\{\rho_{i j} H^{i \prime} S_{11} H^{j}\right\}\left\{\hat{\psi}_{j}-\psi_{j}\right\}\right\}+O_{P}\left(T^{-1}\right)
\end{aligned}
$$

where $\varrho_{i j}=\alpha \Omega^{-1} \alpha_{\text {. As in }}$. Theorem 13.4 we use the notation $\left\{A_{i j}\right\}$ for a block matrix with blocks $A_{i j}$.
From Theorem 13.4 we now see that the asymptotic distribution of this quantity is $\chi^{2}$, and the degrees of freedom is the number of parameters in a just identified system $r(p-r)$ minus the number of parameters in the identified model which is $\Sigma_{i=1}^{r}\left(s_{i}-1\right)$ which gives the result.

### 13.7 Exercises

## 13.1

Consider the cointegration model

$$
\Delta X_{t}=a \tau b^{\prime} X_{t-1}+\varepsilon_{t}
$$

where $a$ and $b$ are known $p \times r$ matrices, $\Omega$ is a known variance matrix, whereas $\tau$ is the unknown parameter which varies freely in the space of $r \times r$ matrices.

1. Find the maximum likelihood estimator of $\tau$.
2. Find the likelihood ratio test for the hypothesis $\tau=0$.

Under the null hypothesis $X$, is a random walk and we define the Brownian motion $W$ by

$$
T^{-\frac{1}{2}} X_{[T u]}=T^{-\frac{1}{2}} \sum_{t=1}^{[T u]} \varepsilon_{t} \xrightarrow{w} W_{u} .
$$

3. Show that under the null hypothesis, $T \hat{i}$ will converge weakly towards a stochastic variable $Z$, and determine $Z$ expressed in terms of $W$. Find the distribution of $Z$ given $b^{\prime} W$.
4. Find also the distribution of the likelihood ratio test for $\tau=0$. Show that when $a^{\prime} b=0$, then the likelihood ratio test is asymptotically $\chi^{2}$ distributed with $r^{2}$ degrees of freedom, and when $b=\Omega^{-1} a$, then the likelihood ratio test is asymptotically distributed as

$$
\operatorname{tr}\left\{\int_{0}^{1}(d B) B^{\prime}\left[\int_{0}^{1} B B^{\prime} d u\right]^{-1} \int_{0}^{1} B(d B)^{\prime}\right\}
$$

where $B$ is an $r$-dimensional standard Brownian motion.

## 13.2

Let as before

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\varepsilon_{t} .
$$

Let $X_{t}=\left(X_{10}^{\prime}, X_{22}^{\prime}\right)^{\prime}$ where the dimension of $X_{1,}$ is $m$ and that of $X_{2 t}$ is $p-m$. Let $\alpha$ and $\Omega$ be decomposed similarly.

1. Find the distribution $f_{\alpha, \beta, \Omega}\left(\Delta X_{14} \mid \Delta X_{2,}, X_{\vdash_{-1}}\right)$ and find the partial likelihood function

$$
\begin{equation*}
L_{\mathrm{part}}(\alpha, \beta, \Omega)=\prod_{t=1}^{T} f_{\alpha, \beta, \Omega}\left(\Delta X_{1 t} \mid \Delta X_{2 t,} X_{t-1}\right) \tag{13.19}
\end{equation*}
$$

2. Show that the partial maximum likelihood estimator of $\beta$ based on (13.19) is given by reduced rank regression if $r \leq m$, and find those functions of $\alpha$ and $\Omega$ that can be estimated. Show that if $\alpha_{2}=0$ one can estimate $\alpha_{1}$ and $\beta$ and then the estimator of $\beta$ is the maximum likelihood estimator.
3. In the model with $\operatorname{rank}(\Pi)=\operatorname{rank}\left(\alpha \beta^{\prime}\right) \leq p$ find the likelihood ratio test for the hypothesis $\Pi=0$ based upon the conditional likelihood function and sketch the proof that the asymptotic distribution of the likelihood ratio test is given by

$$
\operatorname{tr}\left\{\int_{0}^{1}\left(d B_{1}\right) B^{\prime}\left[\int_{0}^{1} B B^{\prime} d u\right]^{-1} \int_{0}^{1} B\left(d B_{1}^{\prime}\right)\right\}
$$

where $B$ is a $p$-dimensional Brownian motion decomposed as $B=\left(B_{1}^{\prime}, B_{2}^{\prime}\right)^{\prime}$ of dimension $m$ and $p-m$ respectively.

In the above situation inference about $\beta$ is difficult, and the next questions are attempts to find conditions for inference to be easier.
4. Assume again that $\alpha$ and $\Omega$ are known. Show that $\beta$ can be estimated by regression and find the expression for the estimator of $\beta$ based upon the partial likelihood function.
5. Show that the asymptotic distribution for $T(\hat{\boldsymbol{\beta}}-\beta)$ is mixed Gaussian, but that the Brownian motions entering the asymptotic expression for the limit distribution are not independent.
6. Show that they are independent if $\alpha_{2}=0$, that is, if $X_{2 t}$ is weakly exogenous for $\beta$, and that this gives a possibility for conducting inference on $\beta$.

## 13.3

Consider the usual model

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\varepsilon_{t} .
$$

1. Find the estimator of $\alpha$ for fixed $\beta$ and $\Omega$, and find the asymptotic distribution of

$$
T^{\frac{1}{2}}(\hat{\alpha}(\beta)-\alpha)
$$

2. Find the estimator of $\beta$ for fixed $\alpha$ and $\Omega$, and find the asymptotic distribution of

$$
T \beta^{\prime}{ }_{\perp}(\hat{\beta}(\alpha)-\beta)
$$

## 13.4

In the univariate case the model is given by

$$
\Delta X_{t}=\pi X_{t-1}+\varepsilon_{t} .
$$

1. Show that

$$
T^{\frac{1}{2}}(\hat{\pi}-\pi)
$$

is asymptotically Gaussian when $-2<\pi<0$.
2. Find the asymptotic distribution of

$$
T(\hat{\pi}-\pi)
$$

for $\pi=0$.
3. Discuss the above problems for the model

$$
\Delta X_{t}=\pi X_{t-1}+\mu+\varepsilon_{t} .
$$

## 13.5

1. Show that in the model

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\mu+\varepsilon_{t}
$$

the likelihood equations for the parameters $\alpha, \beta$, and $\mu$ when $\Omega$ is known are given by

$$
\begin{array}{r}
(\tilde{\alpha}-\alpha) \beta^{\prime} S_{x x} \tilde{\beta}+\tilde{\alpha}(\tilde{\beta}-\beta)^{\prime} S_{x x} \tilde{\beta}+(\hat{\mu}-\mu) \bar{X}_{T}^{\prime} \tilde{\beta}^{\tilde{\beta}}=S_{\varepsilon x} \tilde{\beta} \\
\tilde{\alpha^{\prime} \Omega^{-1}(\tilde{\alpha}-\alpha) \beta^{\prime} S_{x x}+\tilde{\alpha^{\prime}} \Omega^{-1} \tilde{\alpha}(\tilde{\beta}-\beta)^{\prime} S_{x x}+\tilde{\alpha}^{\prime} \Omega^{-1}(\tilde{\mu}-\mu) \bar{X}^{\prime}=\tilde{\alpha}^{\prime} \Omega^{-1} S_{\varepsilon x}} \\
(\tilde{\alpha}-\alpha) \beta^{\prime} \bar{X}_{T}+\tilde{\alpha}(\tilde{\beta}-\beta)^{\prime} \bar{X}_{T}+(\hat{\mu}-\mu)=\bar{\varepsilon}
\end{array}
$$

Here $S_{x x}=T^{-1} \Sigma_{t=1}^{T} X_{t-1} X^{\prime}{ }_{t-1}$ and $\bar{X}_{T}=T^{-1} \Sigma_{t=1}^{T} X_{t-1}$.
We next introduce the notation $U_{\alpha}, U_{\beta}$, and $U_{\mu}$ for the limit distributions, that is

|  | $T^{\frac{1}{2}}(\tilde{\alpha}-\alpha) \longrightarrow$ |  |  |
| :---: | :---: | :---: | :---: |
|  | $T^{\frac{1}{2}}(\hat{\mu}-\mu) \longrightarrow$ |  |  |
| $T U_{T}=\left(T Y^{\prime}(\tilde{\beta}-\beta), T^{3 / 2} I^{\prime}(\tilde{\beta}-\beta)\right) \longrightarrow$ |  |  |  |

2. Show that in the limit we then have the equations to determine the distributions $U_{\omega}, U_{\beta}$, and $U_{\alpha}$ :

$$
\begin{gathered}
U_{\mathbf{\alpha}} E\left(\beta^{\prime} X X^{\prime} \beta\right)+\alpha U^{\prime}{ }_{\beta} \bar{G}_{0} E\left(X^{\prime} \beta\right)+U_{\mu} E\left(X^{\prime} \beta\right)=W_{0}(1)+W(1) E\left(X^{\prime} \beta\right) \\
\alpha^{\prime} \Omega^{-1} U_{\alpha} E\left(\beta^{\prime} X\right) \bar{G}_{0}^{\prime}+\alpha^{\prime} \Omega^{-1} \alpha U^{\prime} \beta \int_{0}^{1} G_{0} G_{0}^{\prime} d u+\alpha^{\prime} \Omega^{-1} U_{\mu} \bar{G}_{0}^{\prime} \\
=\alpha^{\prime} \Omega^{-1} \int_{0}^{1}(d W) G_{0}^{\prime} \\
U_{\alpha} E\left(\beta^{\prime} X\right)+\alpha U^{\prime}{ }_{\beta} \bar{G}_{0}+U_{\mu}=W(1)
\end{gathered}
$$

Here $W(u)$ is the weak limit of $T^{-\frac{1}{2}} \sum_{t=1}^{[\tau u]} \varepsilon_{t}$ and $W_{0}(u)$ is the weak limit of the process $T^{-\frac{1}{2}} \sum_{t=1}^{\left[T_{t}\right]} \varepsilon_{t}\left(X^{\prime}{ }_{t-1} \beta-E\left(X^{\prime}{ }_{t-1} \beta\right)\right)$ and

$$
G_{0}(u)=\left[\begin{array}{c}
- \\
\gamma^{\prime} C W(u) \\
u
\end{array}\right]
$$

3. Show by eliminating $U_{\mu}$ that $U_{\alpha}$ and $U_{\beta}$ are given by the results from Lemma 13.2. Note that although the equations determining the limit distributions have to be solved simultaneously, the equations we get by eliminating $U_{\mu}$ are block diagonal, indicating that inference concerning $\alpha$ and $\beta$ can be conducted as if the other were known.

## 13.6

1. Find in the model described by (4.1) the maximum likelihood estimator of

$$
E\left(\beta^{\prime} X_{t}\right)=\overline{\alpha^{\prime}}(\Gamma C-I) \mu
$$

2. Find its asymptotic distribution.
3. Show that an efficient estimator is $\bar{\beta}^{\prime} \bar{X}_{T}$.

## 13.7

Consider the model

$$
\begin{equation*}
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\varepsilon_{t}, \tag{13.20}
\end{equation*}
$$

where $\beta$ is identified by the restrictions

$$
\beta=\left(H_{1} \varphi_{1}, \ldots, H_{r} \varphi_{r}\right)
$$

This means that rank $\left(H_{i \alpha}^{\prime} \beta\right)=r-1$, since $H_{i j}^{\prime} \beta_{i}=0$ and the remaining columns are linearly independent. We normalize $\beta_{i}$ as $\beta_{i}=h_{i}+H \psi$.

1. Show that the identification condition implies that there is no vector $\eta \neq 0$, such that $H$ i $\eta \in \operatorname{sp}(\beta)$.
2. Show that

$$
T^{-1} H^{i,} S_{11} H^{j} \xrightarrow{w} H^{i,} \int_{0}^{1} C W W^{\prime} C^{\prime} d u H^{j}
$$

3. Show that the likelihood equation for $\psi_{i}$ is given by

$$
\hat{\alpha}_{i}^{\prime} \hat{\Omega}^{-1}\left(S_{01}-\hat{\alpha} \hat{\beta}^{\prime} S_{11}\right) H^{i}=0, i=1, \ldots, r .
$$

4. Show by going through the proof of Lemma 13.2 that Theorem 13.4 holds.

Next consider model (13.20) with a constant term $\mu$ in the equation. From Granger's representation theorem we have

$$
H^{i,} X_{t}=H^{i,} C \sum_{i=1}^{t} \varepsilon_{i}+H^{i,} C \mu t+H^{i,} Y_{t}+H^{i,} P_{\beta_{\perp}}
$$

This gives rise to the directions $\tau_{i}=H^{\prime \prime} C \mu$ and $\gamma_{i}=\tau_{i,}$, such that in the directions $\tau_{i}$ the processes $H^{\prime} X_{,}$are dominated by the linear trends and in the directions $\gamma_{i}$ the trends are eliminated, and the processes converge towards Brownian motions.
5. Find the proper normalization of the matrix $H^{i} S_{11} H^{i}$ and determine the limit.
6. Show that the results of Theorem 13.4 hold in this case.

## 14 The Power Function of the Test for Cointegrating Rank Under Local Alternatives

This chapter contains a discussion of the power of the test for cointegrating rank for local alternatives, see Johansen (1991a). The results use the formulation of local alternatives and near integrated processes as formulated by Phillips (1988). In the next section we define a local alternative, and study in section 14.2 the properties of the process under the local alternative. It turns out that the limit process is an Ornstein-Uhlenbeck process, and this means that product moments involving the near integrated processes will have a limit different from the one under the null hypothesis. In section 14.3 we then discuss the limit distribution for the likelihood ratio test under suitable assumptions on the cointegrating ranks. Throughout we treat the model without short-terms dynamics and constant term. The model with the constant term is treated by Rahbek (1994). The limit results do not depend on the short-term dynamics, and this result is formulated as an exercise.

Finally the results are illustrated by a simulation in Chapter 15 of the local power.

### 14.1 Local Alternatives

We consider the model

$$
\begin{equation*}
\Delta X_{t}=\Pi X_{t-1}+\varepsilon_{t, t} t=1, \ldots, T \tag{14.1}
\end{equation*}
$$

where $\Pi$ is $p \times p$ and unrestricted and $\varepsilon_{1}, \ldots, \varepsilon_{T}$ are independent identically distributed with mean zero and variance $\Omega$. We assume that the initial value is zero. We then consider the null hypothesis

$$
H(r): \Pi=\alpha \beta^{\prime}
$$

where $\alpha$ and $\beta$ are $p \times r$ such that $X_{t}$ is cointegrated with cointegrating rank $\leq r$. A parameter point in the alternative must then correspond to a process with more that $r$ cointegrating relations, and thus has the representation

$$
\Pi=\alpha \beta^{\prime}+\alpha_{1} \beta_{1}^{\prime}
$$

Here $\Pi$ has rank $r+s, s>0$. We define a local alternative by

$$
\begin{equation*}
H_{T}(r, s): \Pi_{T}=\alpha \beta^{\prime}+T^{-1} \alpha_{1} \beta^{\prime}{ }_{1} \tag{14.2}
\end{equation*}
$$

The interpretation of this is that under the local alternative the process has $s$ extra cointegrating vectors, $\beta_{1}$, which enter in the process with very small adjustment coefficients, $T^{-1} \alpha_{1}$, and are hence difficult to find. These extra components are near integrated in the sense of Phillips (1988). We want to investigate the power of the test for cointegrating rank under the local alternative and hence we first find the properties of the process under the local alternative.
Since the parameter depends on $T$ we use the notation $X_{t}^{(7)}$ for the process generated by equation (14.1) with $\Pi=\Pi_{r}$, and apply the notation $X$, for the process generated by the equation

$$
\begin{equation*}
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\varepsilon_{t}, \tag{14.3}
\end{equation*}
$$

with initial value $X_{0}=0$.

### 14.2 Properties of the Process Under Local Alternatives

In order to derive properties of test statistics under local alternatives we have to assume that the process is $I(1)$ under the null hypothesis, that is, that the eigenvalues of $I+\beta^{\prime} \alpha$ are bounded in absolute value by a number less than 1 . See exercise 4.12, and Theorem 4.2. Since we need this condition in the formulation we write it as

$$
\left|\operatorname{eig} \quad\left(I+\beta^{\prime} \alpha\right)\right|<1 .
$$

A number of evaluations needed in this chapter are derived using the binomial formula for matrices. These have been collected in the mathematical results in Appendix A, section 2.

THEOREM 14.1 If $\mid$ eig $\left(I+\beta^{\prime} \alpha\right) \mid<1$ then under the local alternative it holds that ${ }_{R_{\beta k}}=\beta^{\prime} X_{t}^{(7)}-\beta^{\prime} X_{t}$ satisfies

$$
\begin{equation*}
\max _{t \leq T}\left\|\operatorname{Var} \quad\left(R_{\beta t}\right)\right\| \in O\left(T^{-1}\right) \tag{14.4}
\end{equation*}
$$

Furthermore $T^{-\frac{1}{2}} \alpha^{\prime}{ }_{\perp} X_{[T u]}^{(T)} \xrightarrow{w} K(u)$, where $K(u)$ is an Ornstein-Ublenbeck, process defined by

$$
\begin{equation*}
K(t)=\alpha^{\prime} \int_{0}^{t} \exp \left(\alpha_{1} \beta_{1} C(t-u)\right) d W(u) \tag{14.5}
\end{equation*}
$$

and $W$ is $p$-dimensional Brownian motion with variance matrix $\Omega$ and $C=\beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1} \alpha_{\perp}$. The process $K(u)$ satisfies the stochastic integral equation

$$
\begin{equation*}
K(u)=\alpha^{\prime}{ }_{\perp} W(u)+\alpha^{\prime}{ }_{\perp} \alpha_{1} \beta_{1} \beta_{\perp}\left(\alpha^{\prime}{ }_{\perp} \beta_{\perp}\right)^{-1} \int_{0}^{u} K(s) d s . \tag{14.6}
\end{equation*}
$$

If further $\mid$ eig $\left(I+\left(\beta, \beta_{1}\right)^{\prime}\left(\alpha, \alpha_{1}\right)\right) \mid<1$ then $\alpha_{1}^{\prime} \alpha_{1} \beta_{1}^{\prime} \beta_{1}$ has rank s.
Proof The process $x_{t}^{(T)}$ is given as solution to equation (14.1) by

$$
\begin{equation*}
X_{t}^{(T)}=\sum_{i=0}^{t-1}\left(I+\alpha \beta^{\prime}+T^{-1} \alpha_{1} \beta^{\prime}\right)^{i} \varepsilon_{t-i} \tag{14.7}
\end{equation*}
$$

In the direction $\beta$ we find

$$
\begin{aligned}
R_{\beta t} & =\beta^{\prime} X_{t}^{(T)}-\beta^{\prime} X_{t} \\
& =\sum_{i=0}^{t-1}\left[\beta^{\prime}\left(I+\alpha \beta^{\prime}+T^{-1} \alpha_{1} \beta_{1}^{\prime}\right)^{i}-\beta^{\prime}\left(I+\alpha \beta^{\prime}\right)^{i}\right] \varepsilon_{t-i} \\
& =\sum_{i=0}^{t-1} \beta^{\prime}\left(\left(A+B_{T}\right)^{i}-A^{i}\right) \varepsilon_{t-i},
\end{aligned}
$$

with $A=I+\alpha \beta^{\prime}$ and $B_{T}=T^{-1} \alpha_{1} \beta^{\prime}$. This has variance

$$
\operatorname{Var} \quad\left(R_{\beta t}\right)=\sum_{i=0}^{t-1} \beta^{\prime}\left(\left(A+B_{T}\right)^{i}-A^{i}\right) \Omega \beta\left(\left(A+B_{T}\right)^{i}-A^{i}\right)^{\prime}
$$

In order to evaluate the norm we apply (A.22) which assumes that $T\left\|B_{T}\right\|$ is bounded, and that $\left|\operatorname{eig}\left(I+\beta^{\prime} \alpha\right)\right|<1$, and find

$$
\left\|\operatorname{Var} \quad\left(R_{\beta t}\right)\right\| \leq T c^{2}\left\|B_{T}\right\|^{2}\|\Omega\|=c^{2} T^{-1}\left\|\alpha_{1} \beta_{1}\right\|^{2}\|\Omega\| \text {, }
$$

which shows the result (14.4) about the process $X_{t}^{(7)}-X_{t}$ in the direction $\beta$.
We next investigate the process $a^{\prime}{ }_{\perp} X_{[T u]}^{(T)}$. We find from (14.7)

$$
\begin{aligned}
& T^{-\frac{1}{2}} \alpha^{\prime} \perp X_{[T u]}^{(T)}=T^{-\frac{1}{2}} \alpha^{\prime}{ }_{\perp} \sum_{i=0}^{[T u]-1}\left(I+\alpha \beta^{\prime}+T^{-1} \alpha_{1} \beta^{\prime}{ }_{1}\right)^{i} \varepsilon_{[T u]-i} \\
& =T^{-\frac{1}{2}} \alpha^{\prime} \sum_{i=1}^{[T u]}\left(I+\alpha \beta^{\prime}+T^{-1} \alpha_{1} \beta^{\prime}{ }_{1}\right)^{[T u]-i} \varepsilon_{i},
\end{aligned}
$$

which by (B.15) converges towards

$$
\begin{aligned}
& \alpha^{\prime} \perp \int_{0}^{u} C \exp \left(\alpha_{1} \beta_{1}^{\prime} C(u-s)\right) \\
& =\alpha^{\prime} \perp \int_{0}^{u} \exp \left(\alpha_{1} \beta_{1}^{\prime} C(u-s)\right) \\
& \quad d W(s)=K(u)
\end{aligned}
$$

This follows from Theorem A. 14 where it is shown that if $\left|\operatorname{eig}\left(I+\beta^{\prime} \alpha\right)\right|<1$, then

$$
\left(I+\alpha \beta^{\prime}+T^{-1} \alpha_{1} \beta^{\prime}{ }_{1}\right)^{[T(u-s)]} \rightarrow C \exp \left(\alpha_{1} \beta^{\prime}{ }_{1} C(u-s)\right)
$$

The limit process $K(u)$ satisfies the stochastic integral equation

$$
K(u)=\alpha^{\prime}{ }_{\perp} W(u)+\alpha^{\prime}{ }_{\perp} \alpha_{1} \beta_{1} \beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1} \int_{0}^{u} K(s) d s
$$

or equivalently the stochastic differential equation

$$
d K(u)=\alpha^{\prime}{ }_{\perp} d W(u)+\alpha^{\prime}{ }_{\perp} \alpha_{1} \beta^{\prime}{ }_{1} \beta_{\perp}\left(\alpha^{\prime}{ }_{\perp} \beta_{\perp}\right)^{-1} K(u) d u .
$$

If further $\left|\operatorname{eig}\left(I+\left(\beta, \beta_{1}\right)^{\prime}\left(\alpha, \alpha_{1}\right)\right)\right|<1$ then

$$
\left(\beta, \beta_{1}\right)^{\prime}\left(\alpha, \alpha_{1}\right)=\left[\begin{array}{cc}
\beta^{\prime} \alpha & \beta^{\prime} \alpha_{1} \\
\beta^{\prime}{ }_{1} \alpha & \beta^{\prime}{ }_{1} \alpha_{1}
\end{array}\right]
$$

has full rank, and since also $\beta^{\prime} \alpha$ has full rank it implies that

$$
\beta^{\prime}{ }_{1} \alpha_{1}-\beta^{\prime}{ }_{1} \alpha\left(\beta^{\prime} \alpha\right)^{-1} \beta^{\prime} \alpha_{1}=\beta^{\prime}{ }_{1} \beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1} \alpha^{\prime}{ }_{\perp} \alpha_{1}
$$

has full rank, which again implies that $\alpha_{\perp}^{\prime} \alpha_{1} \beta_{1}^{\prime} \beta_{\perp}$, has rank s.

From the asymptotic behaviour of the process $X$, we can derive asymptotic properties of the product moment matrices needed in the treatment of the likelihood ratio statistic. Under the null hypothesis these results are given in Lemma 10.3. The only new result that is needed under the local alternative is formulated in the next lemma. We apply the notation

$$
S_{y y}=T^{-1} \sum_{t=1}^{T} Y_{t} Y_{t}^{\prime}
$$

for any stochastic process $Y_{\text {. }}$.
Lemma 14.2 If

$$
Y_{t}^{(T)}=Z_{t}^{(T)}+R_{t}^{(T)}{ }^{(T)} S_{z z}^{(T)} \in O_{P}(1), E\left(R_{t}^{(T)}\right)=0
$$

and

$$
\max _{t \leq T}\left\|\operatorname{Var}\left(R_{t}^{(T)}\right)\right\| \rightarrow 0
$$

then

$$
S_{y y}^{(T)}-S_{z z}^{(T)} \xrightarrow{P} 0
$$

Proof From the identity

$$
S_{y y}^{(T)}=S_{z z}^{(T)}+S_{z r}^{(T)}+S_{r z}^{(T)}+S_{r r}^{(T)},
$$

and the inequality

$$
\left(\xi^{\prime} S_{z r}^{(\tau)} \mu\right)^{2} \leq \xi^{\prime} S_{z z}^{(\tau)} \xi \mu^{\prime} S_{r r}^{(\tau)} \mu,
$$

it is seen that it is enough to prove that $S_{r r}^{(T)} \xrightarrow{P} 0$. Since the matrix $S_{r r}^{(7)}$ is positive semi-definite it is enough to show that $E\left(S_{r r}^{(T)}\right) \rightarrow 0$, but

$$
\left.E\left(S_{r r}^{(T)}\right)=T^{-1} \sum_{l=1}^{T} E\left(R_{t}^{(T)} R_{t}^{(I)}\right)^{-1}\right)=T^{-1} \sum_{l=1}^{T} \operatorname{Var}\left(R_{t}^{(I)}\right),
$$

which is bounded in norm by $\max _{t \leq T}\left\|\operatorname{Var}\left(R_{t}^{(T)}\right)\right\|$ which is assumed to tend to zero.

In the next result we use the usual notation

$$
\max _{t \leq T}\left\|\operatorname{Var}\left(R_{t}^{(T)}\right)\right\|
$$

and let $S_{i j}^{(T)}$ be the corresponding quantities calculated from $x_{t}^{(T)}$.
Lemma 14.3 If $\mid$ eig $\left(I+\alpha^{\prime} \beta\right) \mid<1$ then under the local alternative it holds that

$$
\begin{gather*}
S_{00}^{(T)} \xrightarrow{P} \Sigma_{00}, \\
\beta^{\prime} S_{11}^{(T)} \beta \xrightarrow{P} \Sigma_{\beta \beta},  \tag{14.8}\\
\beta^{\prime} S_{10}^{(T)} \xrightarrow{P} \Sigma_{\beta 0},  \tag{14.9}\\
T^{-1} \alpha^{\prime}{ }_{\perp} S_{11}^{(T)} \alpha_{\perp} \xrightarrow{w} \int_{0}^{1} K K^{\prime} d u,  \tag{14.10}\\
\left(S_{01}^{(T)}-\Pi_{T} S_{11}^{(T)}\right) \alpha_{\perp} \xrightarrow{w} \int_{0}^{1}(d W) K^{\prime},  \tag{14.11}\\
\alpha^{\prime}{ }_{\perp} S_{11}^{(T)} \beta \in O_{P}(1) . \tag{14.12}
\end{gather*}
$$

Proof From equations (14.1), (14.2), and (14.3), we have the relations

$$
\Delta X_{t}^{(T)}=\left(\alpha \beta^{\prime}+T^{-1} \alpha_{1} \beta^{\prime}{ }_{1}\right) X_{t-1}^{(T)}+\varepsilon_{t},
$$

and

$$
\Delta X_{t}=\alpha \beta^{\prime} X_{t-1}+\varepsilon_{t},
$$

which show that for $R_{\beta t}=\beta^{\prime}\left(X_{t}^{(7)}-X_{t}\right)$

$$
\Delta X_{t}^{(T)}-\Delta X_{t}=\alpha R_{\beta t-1}+T^{-1} \alpha_{1} \beta_{1}{ }_{1} X_{t-1}^{(T)}
$$

To prove (14.8) we want to apply Lemma 14.2 with $Y^{(T)}=\Delta X^{(T)}$ and $Z^{(T)}=\Delta X$. Since $E\left(\Delta X_{t}^{(7)}\right)=E\left(\Delta X_{t}\right)=0$, we have $S_{\rightarrow \rightarrow}^{(T)} \xrightarrow{P} \operatorname{Var}\left(\Delta X_{t}\right)$. Hence it is enough to check that $\max _{t \leq T}\left\|\operatorname{Var}\left(\Delta X_{t}^{(T)}-\Delta X_{t}\right)\right\| \rightarrow 0$, and hence enough to show that $\operatorname{Var}\left(R_{\beta}\right)$ and $\operatorname{Var}\left(T^{-1} \alpha_{1} \beta^{\prime}{ }_{1} X_{t}^{(T)}\right)$ tend to zero uniformly in $t$.
By Theorem 14.1, $\max _{s T}\left\|\operatorname{Var}\left(R_{\beta}\right)\right\| \rightarrow 0$. To investigate the second condition we evaluate the variance of $X_{t}^{(7)}$ as follows

$$
\operatorname{Var}\left(X_{t}^{(T)}\right)=\sum_{i=0}^{t-1}\left(I+\Pi_{T}\right)^{i} \Omega\left(I+\Pi_{T}^{\prime}\right)^{i}
$$

which by (A.21) is bounded in norm by a constant times $T$. This shows that also $\operatorname{Var}\left(T^{-1} \alpha_{1} \beta^{\prime} 1_{t-1}^{(T)}\right)$ tends to zero uniformly in $t$, and hence the conditions of Lemma 14.2 are satisfied and (14.8) follows from (10.13) in Lemma 10.3 combined with Lemma 14.2.

To prove (14.9) we apply Lemma 14.2 with $Y_{t}^{(7)}=\beta^{\prime} X_{t}^{(7)}$ and $z_{t}^{(7)}=\beta^{\prime} X_{t}$ and use the result (14.4) about the variance of $\mathrm{R}_{\beta}$ . Finally (14.10) is proved in a similar way.
The result (14.11) follows from the result about the process $X_{t}^{(7)}$ in the direction $\alpha_{\perp}$ and the continuous mapping theorem applied to the functional $x \rightarrow \int_{0}^{1} x x^{\prime} d u$. The result (14.12) follows from (14.1) with $\Pi=\Pi_{T}$ and $X=X^{(T)}$ since

$$
\left(S_{01}^{(T)}-\Pi_{T} S_{11}^{(T)}\right) \alpha_{\perp}=S_{\varepsilon 1}^{(T)} \alpha_{\perp}
$$

which converges as stated in Theorem B. 13 .
Finally the result (14.13) follows by applying Lemma 14.2 together with the results in Theorem B.13.

### 14.3 The Local Power of the Trace Test

If we consider a fixed alternative $\Pi=\alpha \beta^{\prime}+\alpha_{1} \beta_{1}^{\prime}(\operatorname{rank}(\Pi)=r+s)$ then it follows from the proof of the asymptotic properties of the eigenvalues of

$$
\left|\lambda S_{11}-S_{10} S_{00}^{-1} S_{01}\right|=0
$$

that the largest $r+s$ of these converge to positive limits. Hence the likelihood ratio statistic $-T \Sigma_{i=r+1}^{p} \log \left(1-\hat{\lambda}_{i}\right)$ which contains $s$ of these will tend to $\infty$. This shows that for fixed alternative the power of the cointegrating test tends to 1 .

THEOREM 14.4 The asymptotic distribution of the likelibood ratio test statistic - $2 \log Q(H(r) \mid H(p))$ for the hypothesis $H(r): \Pi=$ $\alpha \beta^{\prime}$ is investigated under the local alternative $H_{T}(r, s): \Pi=\alpha \beta^{\prime}+T^{-1} \alpha_{1} \beta^{\prime}$. If $\mid$ eig $\left(I+\alpha^{\prime} \beta \mid<1\right.$ the asymptotic distribution is given by

$$
\begin{equation*}
\operatorname{tr}\left\{\int_{0}^{1}\left(d K^{*}\right) K^{* \prime}\left[\int_{0}^{1} K^{*} K^{* \prime} d u\right]^{-1} \int_{0}^{1} K^{*}\left(d K^{*}\right)^{\prime}\right\} \tag{14.14}
\end{equation*}
$$

Here $K^{*}$ is the $p-r$ dimensional Ornstein-Ublenbeck process given by

$$
-a b^{\prime} \int_{0}^{t} K^{*}(u) d u+K^{*}(t)=B(t), t \in[0,1]
$$

$B(u)$ is standard Brownian motion in $p-r$ dimensions, and the coefficients $a$ and $b$ are defined by

$$
\begin{equation*}
a=\left(\alpha^{\prime}{ }_{\perp} \Omega \alpha_{\perp}\right)^{-\frac{1}{2}} \alpha_{\perp}^{\prime} \alpha_{1}, b=\left(\alpha_{\perp}^{\prime} \Omega \alpha_{\perp}\right)^{\frac{1}{2}}\left(\beta_{\perp}^{\prime} \alpha_{\perp}\right)^{-1} \beta^{\prime}{ }_{\perp} \beta_{1} \tag{14.15}
\end{equation*}
$$

Proof The proof here mimics the proof in Chapter 11 for the distribution when $\Pi=\alpha \beta^{\prime}$ applying the results about the product moment matrices derived in Lemma 14.3. We define as in Chapter 11, $S(\lambda)=\lambda S_{11}-S_{10} S_{00}^{-1} S_{01}$, but choose $A_{T}=\left(\beta, T^{-\frac{1}{2}} \alpha_{\perp}\right)$, and find from Lemma 14.3 that

$$
\begin{aligned}
& \left|A^{\prime}{ }_{T} S(\lambda) A_{T}\right| \xrightarrow{w}\left|\lambda\left[\begin{array}{cc}
\Sigma_{\beta \beta} & 0 \\
0 & \int_{0}^{1} K K^{\prime} d u
\end{array}\right]-\left[\begin{array}{cc}
\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta} & 0 \\
0 & 0
\end{array}\right]\right| \\
& =\left|\lambda \Sigma_{\beta \beta}-\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta} \| \lambda \int_{0}^{1} K K^{\prime} d u\right| .
\end{aligned}
$$

This polynomial has $r$ positive roots and $p-r$ zero roots. Thus the $r$ largest eigenvalues converge towards the positive roots, and the $p-r$ smallest converge to zero. We next consider the decomposition

$$
\begin{aligned}
& \left|\left(\beta, \alpha_{\perp}\right)^{\prime} S(\lambda)\left(\beta, \alpha_{\perp}\right)\right| \\
= & \left|\beta^{\prime} S(\lambda) \beta \| \alpha_{\perp}^{\prime}\left(S(\lambda)-S(\lambda) \beta \beta^{\prime} S(\lambda) \beta\right)^{-1} \beta^{\prime} S(\lambda) \alpha_{\perp}\right|
\end{aligned}
$$

and let $T \rightarrow \infty, \lambda \rightarrow 0$ such that $\varrho=T \lambda$ is fixed. From Lemma 14.3 we find

$$
\beta^{\prime} S(\lambda) \beta \stackrel{P}{\rightarrow}-\Sigma_{\beta 0} \Sigma_{00}^{-1} \Sigma_{0 \beta}
$$

such that the roots have to be in the second factor. We find

$$
\alpha_{\perp}^{\prime} S(\lambda) \beta=-\alpha_{\perp}^{\prime} S_{10} \Sigma_{00}^{-1} \Sigma_{0 \beta}+o_{P} \quad \text { (1) }
$$

and

$$
\begin{gathered}
\alpha^{\prime}{ }_{\perp}\left(S(\lambda)-S(\lambda) \beta\left(\beta^{\prime} S(\lambda) \beta\right)^{-1} \beta^{\prime} S(\lambda)\right) \alpha_{\perp} \\
=\rho T^{-1} \alpha^{\prime}{ }_{\perp} S_{11} \alpha_{\perp}-\alpha^{\prime}{ }_{\perp} S_{10} N S_{01} \alpha_{\perp}+o_{P} \quad \text { (1), }
\end{gathered}
$$

where $N$ is given in Chapter 11 as the matrix $\alpha_{\perp}\left(\alpha_{\perp}^{\prime} \Omega \alpha_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}$. This shows that we need the limit distribution of

$$
\begin{array}{rlr}
\alpha^{\prime}{ }_{\perp} S_{10} \alpha_{\perp} & =T^{-1} \alpha^{\prime}{ }_{\perp} S_{11} \beta_{1} \alpha^{\prime}{ }_{1} \alpha_{\perp}+\alpha^{\prime}{ }_{\perp} S_{1 \varepsilon} \alpha_{\perp} \\
& =T^{-1} \mathrm{a}^{\prime}{ }_{\perp} S_{11} \alpha_{\perp}\left(\beta^{\prime}{ }_{\perp} \alpha_{\perp}\right)^{-1} \beta^{\prime}{ }_{\perp} \beta_{1} \alpha^{\prime}{ }_{1} \alpha_{\perp}+\alpha^{\prime}{ }_{\perp} S_{1 \varepsilon} \alpha_{\perp}+o_{P} \quad \text { (1) }  \tag{1}\\
& \longrightarrow & \int_{0}^{1} K K^{\prime} d u\left(\beta^{\prime}{ }_{\perp} \alpha_{\perp}\right)^{-1} \beta^{\prime}{ }_{\perp} \beta_{1} \alpha^{\prime}{ }_{1} \alpha_{\perp}+\int_{0}^{1} K(d W)^{\prime} \alpha_{\perp} \\
& =\int_{0}^{1} K(d K)^{\prime},
\end{array}
$$

where the convergence follows from Lemma 14.3. Combining these results we find that in the limit the roots $\varrho$ have to satisfy the equation

$$
\left|\rho \int_{0}^{1} K K^{\prime} d u-\int_{0}^{1} K(d K)^{\prime}\left(\alpha_{\perp}^{\prime} \Omega \alpha_{\perp}\right)^{-1} \int_{0}^{1}(d K) K^{\prime}\right|=0
$$

As in Chapter 11 the asymptotic distribution of the test statistic is now given as the sum of the roots times $T$ which shows the result:
$-2 \log Q(H(r) \mid H(p))$

$$
\operatorname{tr}\left\{\left[\int_{0}^{1} K K^{\prime} d u\right]^{-1} \int_{0}^{1} K(d K)^{\prime}\left(\alpha_{\perp} \alpha_{\perp}\right)^{-1} \int_{0}^{1}(d K) K^{\prime}\right\}
$$

If we define the process $K^{*}=\left(\alpha^{\prime} \perp \alpha_{\perp}\right)^{-\frac{1}{2}} K$, we find the result of the Theorem.

It is seen that the asymptotic power only depends on the parameters $a$ and $b$, but due to the invariance of the Brownian motion and the test statistic under orthogonal transformations one can show that in fact it only depends on the matrices $a^{\prime} a, b^{\prime} b$, and $b^{\prime} a$. In order to see this consider the orthogonal transformation $O=\left(O_{1}, O_{2}, O_{3}\right)$ defined by

$$
\begin{aligned}
& O_{1}=b\left(b^{\prime} b\right)^{-\frac{1}{2}} \\
& O_{2}=\left(a-b\left(b^{\prime} b\right)^{-1} b^{\prime} a\right)\left(a^{\prime} a-a^{\prime} b\left(b^{\prime} b\right)^{-1} b^{\prime} a\right)^{-\frac{1}{2}}
\end{aligned}
$$

and choose $O_{3}$ to be orthogonal to $O_{1}$ and $O_{2}$, and such that $O$ is an orthogonal transformation. Further define $K_{i}^{*}=O_{i}^{\prime} K^{*}$, and $B_{i}=O^{\prime} B$, then the equations for $K_{i}^{*}$ are given by

$$
\begin{gather*}
-\left(b^{\prime} b\right)^{-\frac{1}{2}} b^{\prime} a\left(b^{\prime} b\right)^{\frac{1}{2}} \int_{0}^{u} K_{1}^{*}(s) d s+K_{1}^{*}(u)=B_{1}(u) \\
-\left(a^{\prime} a-a^{\prime} b\left(b^{\prime} b\right)^{-1} b^{\prime} a\right)^{\frac{1}{2}}\left(b^{\prime} b\right)^{\frac{1}{2}} \int_{0}^{u} K_{1}^{*}(s) d s+K_{2}^{*}(u)=B_{2}(u)  \tag{14.16}\\
K_{3}^{*}(u)=B_{3}(u) \tag{14.17}
\end{gather*}
$$

It is seen that only the matrices $a^{\prime} a, b^{\prime} b$, and $a^{\prime} b$ enter in the equations. If $s=1$ this result simplifies further, and will be applied in the simulation study of the power function in Chapter 15.
COROLLARY 14.5 Under the local alternative $\Pi_{T}=\alpha \beta^{\prime}+T^{-1} \alpha_{1} \beta_{1}$, where $\alpha_{1}$ and $\beta_{1}$ are $p \times 1$ vectors, the asymptotic power depends only on the parameters through the numbers

$$
f=b^{\prime} a=\beta_{1}^{\prime} C \alpha_{1}<0
$$

and

$$
\begin{aligned}
g^{2} & =a^{\prime} a b^{\prime} b-\left(a^{\prime} b\right)^{2} \\
& =\left(\alpha^{\prime}{ }_{1} \alpha_{\perp}\left(\alpha^{\prime}{ }_{\perp} \Omega \alpha_{\perp}\right)^{-1} \alpha^{\prime}{ }_{\perp} \alpha_{1}\right)\left(\beta^{\prime}{ }_{1} C \Omega C^{\prime} \beta_{1}\right)-\left(\beta^{\prime}{ }_{1} C \alpha_{1}\right)^{2}
\end{aligned}
$$

where $C=\beta_{\perp}\left(\alpha_{+}^{\prime} \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}$.
Proof This follows from (14.16) and (14.17) since $b^{\prime} b$ cancels in (14.16) and (14.17) only depends on $g^{2}$. The expressions for $f$ and $g$ are found by inserting the expressions for $a$ and $b$.

### 14.4 Exercises

## 14.1

In the model

$$
\begin{equation*}
\Delta X_{t}=\left(\alpha \beta^{\prime}+T^{-1} \alpha_{1} \beta_{1}^{\prime}\right) X_{t-1}+\sum_{i=1}^{k-1} \Gamma_{i} \Delta X_{t-i}+\varepsilon_{t} \tag{14.19}
\end{equation*}
$$

define $\tilde{X}^{\prime}{ }_{t}=\left(X^{\prime}{ }_{t}, \ldots, X^{\prime}{ }_{t-k}\right)$, and $\tilde{c}_{t}=\left(\epsilon_{t}, 0, \ldots, 0\right)$.

1. Show that $\tilde{X}_{t}$ satisfies the equation

$$
\Delta \tilde{X}_{t}=\tilde{\Pi}_{T} \tilde{X}_{t-1}+\tilde{\varepsilon}_{t},
$$

and find an expression for $\tilde{\Pi}_{T}$ in terms of the other parameters.
2. Show that $\tilde{\beta}_{\perp}^{\prime}=\beta_{\perp}^{\prime}(I, \ldots, I)$, and $\hat{\alpha}_{\perp}^{\prime}=\alpha_{\perp}^{\prime}\left(I,-\Gamma_{1}, \ldots,-\Gamma_{k-1}\right)$, and hence that

$$
\tilde{C}=\tilde{\beta}_{\perp}\left(\tilde{\alpha}^{\prime}{ }_{\perp} \tilde{\beta}_{\perp}\right)^{-1} \tilde{\alpha}_{\perp}^{\prime}=\beta_{\perp}\left(\alpha_{\perp} \Gamma \beta_{\perp}\right)^{-1} \alpha^{\prime}
$$

where $\Gamma=I-\sum_{i=1}^{k-1} \Gamma_{i}$. Find expressions for $\hat{\alpha}_{(\tau)} \tilde{\beta}_{1}, \hat{\alpha}_{i}$, and $\tilde{\beta}_{1}$.
3. Next apply Theorem 14.1 to the process $\tilde{X}_{t}^{(T)}$, and express the results for the process $\tilde{\beta}^{\prime} \tilde{X}_{t}^{(7)}-\tilde{\beta}^{\prime} \tilde{X}_{t}$ and $\tilde{\alpha}^{\prime}{ }_{\perp} \tilde{X}_{[T u]}^{(T)}$ in terms of the original parameters and processes. Find the equation for the process $K_{\text {, }}$, and show that the results of Theorem 14.4 still hold with the same definition of $a$ provided $b$ is defined as $b=\left(\alpha^{\prime} \perp \Omega \alpha_{\perp}\right)^{\frac{1}{2}}\left(\beta^{\prime} \perp\left\ulcorner\alpha_{\perp}\right)^{-1} \beta^{\prime}{ }_{\perp} \beta_{1}\right.$. Thus the limit result for the power function only depends on the short-term dynamics through the matrix $\Gamma$.

## 15 Simulations and Tables

The stochastic integrals that appear in the expressions for the limiting distributions really only serve the purpose of showing that we have normalized the statistics correctly.

The functionals obtained are so complicated as functions of the Brownian motion that no explicit results seem to be available. It turns out that for the limiting distribution of the test statistics, the main dependence is on the dimension of the problem, more precisely the number of non-stationary components. The only point where the parameters appear is through conditions like $\alpha_{+}^{\prime} \mu_{0}=0$, or $\alpha_{\perp}^{\prime} \mu_{1}=0$, which were shown to influence the limiting distribution, see Theorem 6.1 and Theorem 6.2.

### 15.1 Simulation of the Limit Distributions

The conclusion of the limit results is that the asymptotic distributions of the test statistics of $H(r)$ in $H(p)$ are the same as those of $H(0)$ in $H(p-r)$ in a $p-r$ dimensional system, that is, a test of $\Pi=0$ in the model

$$
\Delta X_{t}=\Pi X_{t-1}+\varepsilon_{t}
$$

where $\Pi$ is $(p-r) \times(p-r)$. Thus when one wants to simulate the limit distribution under the null $\Pi=0$ one simply simulates the $(p-r)$-dimensional system

$$
\begin{equation*}
\Delta X_{t}=\varepsilon_{t}, t=1, \ldots, T \tag{15.1}
\end{equation*}
$$

where $\varepsilon$, are independent $N_{p-r}(0, I)$. Summing over $t$ we find the solution $X_{t}=\Sigma_{i=1}^{t} \varepsilon_{i}+X_{0}$. In the simulations we take $T=400$, and $X_{0}=0$.

The limit distribution (6.20) given by

$$
\begin{equation*}
\operatorname{tr}\left\{\int_{1}^{0}(d B) F^{\prime}\left[\int_{1}^{0} F F^{\prime} d u\right]^{-1} \int_{1}^{0} F(d B)^{\prime}\right\} \tag{15.2}
\end{equation*}
$$

is approximated by

$$
\begin{equation*}
\operatorname{tr}\left\{\sum_{t=1}^{T} \varepsilon_{t} S^{\prime} t\left[\sum_{t=1}^{T} S_{t} S_{t}^{\prime}\right]^{-1} \sum_{t=1}^{T} S_{t} \varepsilon_{t}^{\prime}\right\} \tag{15.3}
\end{equation*}
$$

for suitable choices of $S$. If $D_{t}=0$, then $F$ is given by Brownian motion in $p-r$ dimensions and $S_{t}$ is chosen as the random walk $X_{t-1}$.

In case $D_{t}=1$, and $\alpha_{\perp}^{\prime} \mu_{0} \neq 0$ then $F$ is given by (6.21) and we define $S_{t}=\left(X_{t-1}^{\prime}-\bar{X}^{\prime}, t-\right.$, where $\bar{X}=T^{-1} \sum_{t=1}^{T} X_{t-1}$ for a $p-r-1$ dimensional random walk. Finally if $D_{t}=1$ and $\alpha_{\perp}^{\prime} \mu_{0}=0$, then $F$ is given by (6.32) and we define $S_{t}=$ $\left(X_{t-1}^{\prime}, 1\right)$ for a $p-r$ dimensional random walk.

The modifications needed to obtain the limit distribution where $F$ is given by any of the other formulae in Theorem 6.1 and Theorem 6.2 should now be obvious. This section contains five tables for the asymptotic distribution of the trace test for the cointegration rank, and one table for the power of the cointegration test in a simple situation. The tables for the asymptotic distributions have been calculated by Bent Nielsen using the program Disco, see Johansen and Nielsen (1993), based on 100,000 replications of (15.2) in which $B$ is replaced by a random walk with 400 observations and $F$ is described below. With the notation from Chapter 5, see (5.11) - (5.15), an overview of the tables is given as follows:

| Model | $F$ |  | Table |
| :--- | :--- | :--- | :--- |
| $\mu_{t}=0$ | $\left(B_{1}, \ldots, B_{p-1}\right)$ |  | 15.1 |
| $\mu_{t}=\alpha \varrho_{0}$ | $\left(B_{1}, \ldots, B_{p-r}, 1\right)$ |  | 15.2 |
| $\mu_{t}=\mu_{0}$ | $\left(B_{1}, \ldots, B_{p-1,}, u\right)$ | corrected for a constant | 15.3 |
| $\mu_{t}=\mu_{0}+\alpha \varrho_{t} t$ | $\left(B_{1}, \ldots, B_{p-r}, u\right)$ | corrected for a constant | 15.4 |
| $\mu_{t}=\mu_{0}+\mu_{1} t$ | $\left(B_{1}, \ldots, B_{p-r-1}, u^{2}\right)$ | corrected for $(1, u)$. | 15.5 |

### 15.2 Simulations of the Power Function

In this section we shall simulate the asymptotic power function in the case when only one cointegrating relation is missing, that is for $s=1$. In this special case the equations (14.18), (14.19), and (14.20) are of the form

$$
\begin{gather*}
-f \int_{t}^{0} K_{1 u}^{*} d u+K_{1 t}^{*}=B_{1 t} \\
-g \int_{t}^{0} K_{1 u}^{*} d u+K_{2 t}^{*}=B_{2 t}  \tag{15.5}\\
K_{3 t}^{*}=B_{3 t} \tag{15.6}
\end{gather*}
$$

The functional (14.14) gives the asymptotic power of the trace test. The distribution of this functional is too complicated to find analytically but it can be found by simulation.

In order to simulate the processes we apply the discrete version of these equations

$$
\begin{gather*}
K_{1 t}^{*}=\left(1+T^{-1} f\right) K_{1 t-1}^{*}+\varepsilon_{1 t}  \tag{15.7}\\
K_{2 t}^{*}=K_{2 t-1}^{*}+\left(T^{-1} g\right) K_{1 t-1}^{*}+\varepsilon_{2 t,}  \tag{15.8}\\
K_{3 t}^{*}=K_{3 t-1}^{*}+\varepsilon_{3 t} \tag{15.9}
\end{gather*}
$$

$t=1, \ldots, T$, starting with $K_{0}^{*}=0$.
Note that the actual expression for the limit distribution is not so important. What is being used here is only the fact that the parameters of the original model (14.2) with $\Pi_{T}=\alpha \beta^{\prime}+T^{-1} \alpha_{1} \beta_{1}^{\prime}$ only enter through the dimension $p-r$ and through the parameters $f$ and $g$. Thus the system we simulate consists of the last $p-r$ equations of model (14.2) with $\alpha=\beta=(I, 0)^{\prime}$ and

$$
\alpha_{1}=(0, \ldots, 0, f, g, 0, \ldots, 0)^{\prime}, \beta_{1}=(0, \ldots, 0,1,0,0, \ldots, 0)^{\prime}
$$

where both vectors start with $r$ zeros. Thus in order to simulate the system we choose the simplest possible system compatible with the given $f$ and $g$.

We then easily solve the equations (15.7), (15.8), and (15.9) recursively and form the $T \times(p-r)$ matrix $M$ with elements $M_{t i}=K_{i t}^{*}$. Then we calculate $\Delta M$ and $M_{-1}$, i.e. the differences and lagged variables respectively and find the test statistic

$$
\text { Test }=\operatorname{tr}\left\{\Delta M^{\prime} M_{-1}\left(M_{-1}^{\prime} M_{-1}\right)^{-1} M_{-1}^{\prime} \Delta M\right\}
$$

The number of observations $T$ has to be chosen so large that the approximation of the random walk to the Brownian motion is sufficiently good. We have chosen $T=400$.

We find the results for stationary alternatives and $p-r=1,2$, and 3 in Table 15.6. It is seen that, not surprisingly, the power decreases as the dimension increases, i.e. if there are many dimensions to hide in. This means that it is difficult to find the cointegrating vector, if it has a small loading. It was found that the non-stationary alternatives (not shown) are readily picked up by the test with large power. The test appears unbiased when considering $f$ and $g$ close to zero.

The table gives the limit distribution of (14.14) for the process defined by (15.4)-(15.6). If we apply the results for the approximation defined by (15.7)-(15.9) one can for a large value of $T$ interpret the coefficient $1+T^{-1} f=1+T^{-1} \alpha_{1}^{\prime}, \beta_{1}$ as the autoregressive parameter, see (15.7), in the stationary (or near-integrated) relation we are trying to find. Hence we can apply Table 15.6 as follows: assume we have $T=100$ observations and an autoregressive coefficient of 0.79 say. Then the relation $0.79=1-21 / 100=1+T^{-1} f$ shows that we can use Table 15.6 with $f=-21$. Now the power of finding such a process depends on the relation between the adjustment
coefficients and the cointegration vector. If $\alpha_{1}$ and $\beta_{1}$ are proportional, so that $g=0$, then, if the number of nonstationary components is $p-r=1$, we have a probability of 0.998 of rejecting the hypothesis of non-stationarity, and hence of finding a stationary relation. If, however, the system has $p-r=3$ non-stationary components, then the probability of rejecting the non-stationarity hypothesis is only 0.346 . For a given angle, that is, for fixed $\mathrm{f} / \mathrm{g}$, it is seen from the table that the larger the vectors the easier it is to find them.

The asymptotic power of the likelihood ratio test at 5 per cent for $r$ cointegration vectors among $p$ variables under the local alternative of one extra cointegrating vector is given in Table 15.6. The quantities $f$ and $g$ are defined in Corollary 14.5. The number of simulations is 5,000 for $p-r=1$ and 2,000 for $p-r=2,3$, and $T=400$.

### 15.3 Tables

Table 15.1 Quantiles of the Likelihood Ratio Test for Cointegrating Rank (6.20) With Constant Term Zero and F = B

| $p-r$ | $50.0 \%$ | $75.0 \%$ | $80.0 \%$ | $85.0 \%$ | $90.0 \%$ | $95.0 \%$ | $97.5 \%$ | $99.0 \%$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0.60 | 1.56 | 1.89 | 2.32 | 2.98 | 4.14 | 5.30 | 7.02 |
| 2 | 5.47 | 7.77 | 8.41 | 9.22 | 10.35 | 12.21 | 13.94 | 16.16 |
| 3 | 14.31 | 17.85 | 18.83 | 20.00 | 21.58 | 24.08 | 26.42 | 29.19 |
| 4 | 27.14 | 31.86 | 33.10 | 34.62 | 36.58 | 39.71 | 42.59 | 46.00 |
| 5 | 43.75 | 49.71 | 51.25 | 53.11 | 55.54 | 59.24 | 62.68 | 66.71 |
| 6 | 64.37 | 71.44 | 73.27 | 75.48 | 78.30 | 82.61 | 86.36 | 91.12 |
| 7 | 88.73 | 97.02 | 99.12 | 101.67 | 104.93 | 109.93 | 114.24 | 119.58 |
| 8 | 116.81 | 126.20 | 128.61 | 131.49 | 135.16 | 140.74 | 145.80 | 151.70 |
| 9 | 148.76 | 159.27 | 161.98 | 165.22 | 169.30 | 175.47 | 181.20 | 187.82 |
| 10 | 184.44 | 196.13 | 199.11 | 202.65 | 207.21 | 214.07 | 220.00 | 226.95 |
| 11 | 223.98 | 236.82 | 240.09 | 243.88 | 248.77 | 256.23 | 262.69 | 270.47 |
| 12 | 266.92 | 280.71 | 284.36 | 288.47 | 293.83 | 301.95 | 309.08 | 318.14 |

Table 15.2 Quantiles of the Likelihood Ratio Test for Cointegration (6.32) With Restricted Constant and $\mathrm{F}=\left(\mathrm{B}_{1}, \ldots\right.$, $\left.B_{p r o}, 1\right)^{\prime}$

| $p-r$ | $50.0 \%$ | $75.0 \%$ | $80.0 \%$ | $85.0 \%$ | $90.0 \%$ | $95.0 \%$ | $97.5 \%$ | $99.0 \%$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 3.43 | 5.28 | 5.85 | 6.54 | 7.50 | 9.13 | 10.73 | 12.73 |
| 2 | 11.34 | 14.45 | 15.31 | 16.39 | 17.79 | 19.99 | 22.07 | 24.74 |
| 3 | 23.15 | 27.50 | 28.65 | 30.05 | 31.88 | 34.80 | 37.56 | 40.84 |
| 4 | 38.90 | 44.39 | 45.86 | 47.60 | 49.92 | 53.42 | 56.57 | 60.42 |
| 5 | 58.47 | 65.19 | 66.92 | 69.01 | 71.66 | 75.74 | 79.60 | 83.93 |
| 6 | 81.85 | 89.71 | 91.75 | 94.13 | 97.17 | 101.84 | 106.07 | 111.38 |
| 7 | 109.11 | 118.12 | 120.52 | 123.26 | 126.71 | 132.00 | 136.69 | 142.34 |
| 8 | 140.01 | 150.10 | 152.75 | 155.86 | 159.74 | 165.73 | 171.18 | 177.42 |
| 9 | 174.65 | 185.99 | 188.92 | 192.27 | 196.66 | 203.34 | 209.28 | 216.08 |
| 10 | 213.14 | 225.67 | 228.81 | 232.63 | 237.35 | 244.56 | 250.86 | 258.31 |
| 11 | 255.33 | 269.01 | 272.44 | 276.46 | 281.63 | 289.71 | 296.70 | 304.89 |
| 12 | 315.69 | 319.50 | 323.90 | 329.51 | 333.26 | 338.10 | 345.77 | 354.32 |

Table 15.3 Quantiles of the Likelihood Ratio Test for Unrestricted Constant (6.21) and $F=\left(b_{1}-\bar{b}_{1}, \ldots, b_{p-r-1}-\bar{b}_{p-r-1}, u-\frac{1}{2}\right)^{\prime}$

| $p-r$ | $50.0 \%$ | $75.0 \%$ | $80.0 \%$ | $85.0 \%$ | $90.0 \%$ | $95.0 \%$ | $97.5 \%$ | $99.0 \%$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0.46 | 1.32 | 1.64 | 2.07 | 2.71 | 3.84 | 5.02 | 6.64 |
| 2 | 7.59 | 10.29 | 11.06 | 12.03 | 13.31 | 15.34 | 17.24 | 19.69 |
| 3 | 18.65 | 22.63 | 23.72 | 25.03 | 26.70 | 29.38 | 31.76 | 34.87 |
| 4 | 33.52 | 38.68 | 40.08 | 41.73 | 43.84 | 47.21 | 50.19 | 53.91 |
| 5 | 52.21 | 58.55 | 60.23 | 62.25 | 64.74 | 68.68 | 72.21 | 76.37 |
| 6 | 74.62 | 82.14 | 84.10 | 86.41 | 89.37 | 93.92 | 97.97 | 102.95 |
| 7 | 100.93 | 109.61 | 111.79 | 114.40 | 117.73 | 123.04 | 127.59 | 133.04 |
| 8 | 130.89 | 140.66 | 143.19 | 146.17 | 149.99 | 155.75 | 160.87 | 166.95 |
| 9 | 164.61 | 175.58 | 178.33 | 181.66 | 185.83 | 192.30 | 198.19 | 204.64 |
| 10 | 214.07 | 217.18 | 220.86 | 225.49 | 228.55 | 232.60 | 238.69 | 246.17 |
| 11 | 256.44 | 259.80 | 263.79 | 268.72 | 272.03 | 276.37 | 283.24 | 291.58 |
| 12 | 302.23 | 305.85 | 310.17 | 315.53 | 319.21 | 323.93 | 331.22 | 339.64 |

Table 15.4 Quantiles of the Likelihood Ratio Test for Cointegrating Rank With the Linear Term Restricted (6.28) and Hence No Quadratic Trend in the Process, and $F=\left(b_{1}-\bar{b}_{1}, \ldots, b_{p-r}-\bar{b}_{p-r}, u-\frac{1}{2}\right)^{\prime}$

| $p-r$ | $50.0 \%$ | $75.0 \%$ | $80.0 \%$ | $85.0 \%$ | $90.0 \%$ | $95.0 \%$ | $97.5 \%$ | $99.0 \%$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 5.62 | 7.92 | 8.59 | 9.43 | 10.56 | 12.39 | 14.13 | 16.39 |
| 2 | 15.68 | 19.24 | 20.22 | 21.40 | 22.95 | 25.47 | 27.87 | 30.65 |
| 3 | 29.56 | 34.30 | 35.58 | 37.11 | 39.08 | 42.20 | 45.04 | 48.59 |
| 4 | 47.19 | 53.16 | 54.73 | 56.56 | 58.96 | 62.61 | 66.04 | 70.22 |
| 5 | 68.70 | 75.87 | 77.65 | 79.85 | 82.68 | 86.96 | 90.87 | 95.38 |
| 6 | 93.88 | 102.16 | 104.29 | 106.79 | 110.00 | 114.96 | 119.43 | 124.61 |
| 7 | 122.99 | 132.35 | 134.77 | 137.55 | 141.31 | 146.75 | 151.70 | 157.53 |
| 8 | 155.60 | 166.08 | 168.85 | 172.10 | 176.13 | 182.45 | 187.80 | 194.12 |
| 9 | 192.11 | 203.70 | 206.64 | 210.21 | 214.72 | 221.56 | 227.61 | 234.65 |
| 10 | 232.31 | 245.06 | 248.24 | 252.18 | 257.08 | 264.23 | 270.90 | 278.80 |
| 11 | 290.06 | 293.60 | 297.73 | 302.88 | 306.47 | 311.13 | 318.03 | 326.73 |
| 12 | 338.46 | 342.33 | 346.88 | 352.61 | 356.39 | 361.07 | 368.75 | 377.54 |

Table 15.5 Quantiles of the Likelihood Ratio Test for Cointegrating Rank With the Linear Term Unrestricted Allowing for a Quadratic Trend and $F=\left(B_{1}-A_{1}-B_{1} u, \ldots, B_{p r-1}-A_{p r-1}-B_{p r-1} U, U^{2}-A-B u\right)^{\prime}$

| $p-r$ | $50.0 \%$ | $75.0 \%$ | $80.0 \%$ | $85.0 \%$ | $90.0 \%$ | $95.0 \%$ | $97.5 \%$ | $99.0 \%$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0.46 | 1.32 | 1.64 | 2.07 | 2.71 | 3.84 | 5.02 | 6.64 |
| 2 | 9.65 | 12.69 | 13.53 | 14.56 | 15.94 | 18.15 | 20.26 | 22.78 |
| 3 | 22.75 | 27.10 | 28.28 | 29.69 | 31.57 | 34.56 | 37.21 | 40.61 |
| 4 | 39.57 | 45.14 | 46.61 | 48.36 | 50.67 | 54.11 | 57.41 | 61.28 |
| 5 | 60.19 | 66.96 | 68.76 | 70.90 | 73.62 | 77.79 | 81.57 | 86.11 |
| 6 | 84.56 | 92.41 | 94.43 | 96.83 | 99.97 | 104.76 | 109.04 | 114.23 |
| 7 | 112.66 | 121.65 | 123.95 | 126.81 | 130.39 | 135.66 | 140.49 | 146.05 |
| 8 | 144.47 | 154.66 | 157.25 | 160.32 | 164.24 | 170.15 | 175.38 | 181.62 |
| 9 | 179.93 | 191.21 | 194.07 | 197.53 | 201.83 | 208.53 | 214.51 | 221.47 |
| 10 | 219.25 | 231.72 | 234.82 | 238.55 | 243.29 | 250.53 | 256.96 | 264.52 |
| 11 | 275.58 | 279.01 | 282.96 | 288.17 | 291.51 | 296.02 | 302.86 | 311.41 |
| 12 | 323.14 | 326.82 | 331.22 | 336.81 | 340.54 | 345.27 | 352.98 | 361.69 |

Table 15.6 The Power Function

| $p-r$ | $g$ | $f=0$ | -3 | -6 | -9 | -12 | -15 | -18 | -21 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 |  | 0.052 | 0.141 | 0.350 | 0.620 | 0.820 | 0.945 | 0.987 | 0.998 |
| 2 | 0 | 0.060 | 0.069 | 0.105 | 0.175 | 0.272 | 0.416 | 0.565 | 0.714 |
| 2 | 6 | 0.615 | 0.335 | 0.269 | 0.298 | 0.390 | 0.513 | 0.642 | 0.772 |
| 2 | 12 | 0.944 | 0.850 | 0.760 | 0.716 | 0.717 | 0.760 | 0.830 | 0.874 |
| 3 | 0 | 0.054 | 0.059 | 0.073 | 0.105 | 0.136 | 0.187 | 0.266 | 0.346 |
| 3 | 6 | 0.510 | 0.211 | 0.143 | 0.142 | 0.188 | 0.233 | 0.305 | 0.383 |
| 3 | 12 | 0.834 | 0.694 | 0.536 | 0.424 | 0.407 | 0.429 | 0.476 | 0.543 |

## Part III Appendices
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## Some Mathematical Results

THIS appendix contains some results from various branches of mathematics, that I consider useful for the analysis of the autoregressive models. Most are concerned with classical results about eigenvalues and eigenvectors, see Magnus and Neudecker (1988) but some are more specialized, like the results on the binomial and exponential functions in section A.2, which are used in the discussion of the local power of the cointegration test. Finally I have collected a few results about regression and multivariate statistics in section A.3, see Anderson (1984).

## A. 1 Eigenvalues and Eigenvectors

Let $M$ be a $p \times p$ matrix. We let $|M|$ be the absolute value of the determinant of $M$, and let $I$ be an identity matrix. The norm of $M$ is denoted

$$
\|M\|=\max _{i} \sum_{j=1}^{p}\left|M_{i j}\right|
$$

Note that $\|M+N / / \leq\| M / /+\| N / /$ and that $\|M N / / \leq\| M / / / / N / /$. The trace of $M$ is denoted $\operatorname{tr}\{M\}$. The eigenvalues of $M$ are the solutions to the equation

$$
|\lambda I-M|=0 .
$$

It is well known that the equation has $p$ solutions $\lambda_{1}, \ldots, \lambda_{p p}$ which may be complex. There are not necessarily $p$ linearly independent eigenvectors. As an example the matrix

$$
\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]
$$

has two eigenvalues of 1 but only 1 eigenvector. The Jordan canonical form represents the matrix as

$$
M=A J A^{-1}
$$

where $A$ is $p \times p$ of full rank and $J$ is $p \times p$ and block diagonal with a typical block of the form

$$
J_{1}(\lambda)=[\lambda], J_{2}(\lambda)=\left[\begin{array}{ll}
\lambda & 1 \\
0 & \lambda
\end{array}\right], J_{3}(\lambda)=\left[\begin{array}{lll}
\lambda & 1 & 0 \\
0 & \lambda & 1 \\
0 & 0 & \lambda
\end{array}\right], \ldots
$$

where $\lambda$ is an eigenvalue of $M$. If $M$ is symmetric then the eigenvalues are real, all the blocks are $1 \times 1$, and the columns of $A$ are the eigenvectors. Moreover $A$ is orthonormal such that $A^{-1}=A^{\prime}$, see Lemma A.3.

Lemma A. 1 Let $M$ be $p \times p$ with eigenvalues $\lambda_{1}, \ldots, \lambda_{p}$. Then there exists a polynomial $P_{p-1}($.$) of degree at most p-1$, such that

$$
\begin{equation*}
\left\|M^{n}\right\| \leq \max _{1 \leq 1 \leq p}\left|\lambda_{i}\right|^{n} P_{p-1}(n) . \tag{A.1}
\end{equation*}
$$

Proof The Jordan representation is

$$
M=A J A^{-1},
$$

which implies

$$
M^{n}=A J^{n} A^{-1} .
$$

For a typical Jordan block of size $3 \times 3$, say, we find

$$
J_{3}(\lambda)^{n}=\left[\begin{array}{ccc}
\lambda^{n} & n \lambda^{n-1} & \frac{1}{2} n(n-1) \lambda^{n-2} \\
0 & \lambda^{n} & n \lambda^{n-1} \\
0 & 0 & \lambda^{n}
\end{array}\right]
$$

for which the norm is bounded by $|\lambda|$ " times a polynomial of degree at most 2 . A similar argument can be given for a Jordan block of any size, hence the result holds for $M^{n}$.

Corollary A. 2 If the eigenvalues of $M$ are inside the unit disk then, for $|\lambda|=\max _{i}\left|\lambda_{i}\right|$, it holds for some $c>0$

$$
\begin{equation*}
\left\|M^{n}\right\| \leq c|\lambda|^{\frac{1}{2} n} \rightarrow 0, n \rightarrow \infty . \tag{A.2}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\sum_{i=0}^{\infty} M^{i}=(I-M)^{-1} \tag{A.3}
\end{equation*}
$$

and for any $p \times p$ matrix $\Omega$

$$
\begin{equation*}
\left\|\sum_{i=0}^{\infty} M^{i} \Omega M^{i}\right\|<\infty . \tag{A.4}
\end{equation*}
$$

$$
x^{2}+x_{0}
$$

Proof From the inequality

$$
\left\|M^{n}\right\| \leq|\lambda|^{n} P_{p-1}(n) \leq\left.|\lambda| \frac{1}{2} n \sup _{n}|\lambda|\right|^{\frac{1}{2} n} P_{p-1}(n) \leq c|\lambda|^{\frac{1}{2} n},
$$

we find the first statement. It follows, since $\lambda_{i} \neq 1$, that we have

$$
\sum_{i=0}^{n} M^{i}=\left(I-M^{n+1}\right)(I-M)^{-1}
$$

which converges towards

$$
(I-M)^{-1}
$$

since $M^{n} \rightarrow 0$. Finally we evaluate the sum (A.4) by

$$
\left\|\sum_{i=0}^{\infty} M^{i} \Omega M^{i}\right\| \leq c^{2}\|\Omega\| \sum_{i=0}^{\infty}|\lambda|^{i}=c^{2}\|\Omega\|(1-|\lambda|)^{-1}
$$

Now let $M$ be symmetric and positive semi-definite, that is, $M=M^{\prime}$ and $\chi^{\prime} M x \geq 0$. In this case the following wellknown spectral decomposition of a symmetric matrix holds.
Lemma A. 3 The equation

$$
|\lambda I-M|=0
$$

has $p$ solutions $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{p} \geq 0$, the eigenvalues, with corresponding eigenvectors $v_{1}, \ldots, v_{p}$ satisfying

$$
\lambda_{i} v_{i}=M v_{i, i}=1, \ldots, p,
$$

and

$$
v_{i}^{\prime} v_{j}=1 \text { if } i=j \text { and } 0 \text { otherwise }
$$

In matrix notation we let

$$
\begin{aligned}
& V=\left(v_{1}, \ldots, v_{p}\right) \\
& \wedge=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{p}\right),
\end{aligned}
$$

then $V \Lambda=M V, V \Lambda V^{\prime}=M, V M V=\Lambda, V V=I=V V$.
If the eigenvalues are different and positive then any invariant subspace $L \subset R^{p}$ (i.e. such thaty $\in L$ implies $M y \in L$ ) bas the property that it is spanned by a subset of the eigenvectors.

Proof The proofs of these results will not be given, since they can be found in most textbooks on matrices. The last result deserves a comment, however. If $L$ is invariant, then also $L_{1}$, the orthogonal complement, is invariant. To see this take $y \in L_{1}$, such that $y^{\prime} x=0$ for all $x \in L$. Then also $y^{\prime} M x=0$, since $M x \in L$. But $y^{\prime} M x=(M y)^{\prime} x=0$, shows that $M y \in L_{1}$, and hence that $L_{1}$ is invariant.

Next we show that if $L_{1}$ is a one-dimensional linear subspace, then either $L_{1} \subset L$, or $L_{1} \subset L_{\perp}$. Thus take $x \in L_{1}$ and decompose $x=x_{1}+x_{2}$, where $x_{1} \in L$ and $x_{2} \in L_{1}$. Then $M x=M x_{1}+M x_{2}$, but $M x=\lambda x$ for some $\lambda>0$, which shows that $M x_{1}+M x_{2}=M x=\lambda x=\lambda x_{1}+\lambda x_{2}$.

Since the decomposition of $\lambda x$ is unique, it follows that $M x_{1}=\lambda x_{1}$, and $M x_{2}=\lambda x_{2}$. This shows that $x_{1}$ and $x_{2}$ are both in $L_{1}$, since the eigenvalues are different, and hence that one of them must be zero, which proves that either $L_{1} \subset L$ or $L_{1} \subset L_{\perp}$. If $L$ and $L_{\perp}$ have dimensions $m$ and $p-m$ respectively, then if $L_{1} \subset L$ we have $L=L_{1}+L \cap L_{1 \perp}$, where $L \cap L_{1 \perp}$ has dimension $m-1$, or else a similar decomposition is possible for $L_{\perp}$. In both cases we can peel away a linear subspace, a process that will terminate after $p$ steps.

Definition A. 4 We define $M^{\frac{1}{2}}=V \Lambda^{\frac{1}{2}} V^{\prime}$, and if $M$ is positive definite then $M^{-\frac{1}{2}}=V \Lambda^{-\frac{1}{2} V^{\prime}}$.
Lemma A. 5 Let $M$ and $N$ be symmetric such that $M$ is positive semi-definite and $N$ is positive definite, then the equation

$$
\begin{equation*}
|\lambda N-M|=0 \tag{A.5}
\end{equation*}
$$

has $p$ eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{p} \geq 0$, with corresponding eigenvectors $v_{1}, \ldots, v_{p}$, such that

$$
N \lambda_{i} v_{i}=M v_{i}, i=1, \ldots, p
$$

or in matrix notation

$$
\begin{gather*}
N V \wedge=M V \\
V^{\prime} N V=I  \tag{A.7}\\
V^{\prime} M V=\wedge \tag{A.8}
\end{gather*}
$$

Proof Define ${ }_{A}=N^{-\frac{1}{2}} M N^{-\frac{1}{2}}$, then $A$ is positive semi-definite and symmetric, and

$$
|\lambda N-M|=|N \| \lambda I-A|=0
$$

has solutions $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{p} \geq 0$ with corresponding eigenvectors $E=\left(e_{1}, \ldots e_{p}\right)$, such that $E \Lambda=A E$ and $E^{\prime} E=I$, see Lemma A.3. Now define $V=N^{-\frac{1}{2}} E$, then $N V \Lambda=M V, V M V=\Lambda$ and $V N V=I$.

Note that $V$ is not orthogonal, and that $N^{-1} M$ is not symmetric, so that although $\lambda$ is a solution to $\left|\lambda I-N^{-1} M\right|=0$, this formulation does not guarantee that $\lambda$ is real. We shall refer to the problem solved in Lemma A. 5 as the basic eigenvalue problem. These eigenvalue results solve a number of extremum problems, of which we shall now give a few.

LEmmA A. 6 Let $M$ be symmetric and positive semi-definite and $N$ symmetric and positive definite. The function

$$
f(M)=\operatorname{tr}\left\{N^{-1} M\right\}-\log \left|N^{-1} M\right|
$$

is minimized by $M=N$, and the minimum value is $p$.

Proof We decompose $M$ with respect to $N$ by solving (A.5) and find from (A.7) and (A.8)

$$
\begin{aligned}
& M=V^{-1,} \wedge V^{-1} \\
& N^{-1}=V V^{\prime}
\end{aligned}
$$

such that

$$
\begin{array}{ll}
N^{-1} M & =V V^{\prime} V^{\prime-1} \wedge V^{-1}=V \wedge V^{-1} \\
\left|N^{-1} M\right| & =|\wedge|=\prod_{i=1}^{p} \lambda_{i} \\
\operatorname{tr}\left\{N^{-1} M\right\} & =\operatorname{tr}\{\wedge\}=\sum_{i=1}^{p} \lambda_{i}
\end{array}
$$

Hence

$$
f(M)=\operatorname{tr}\{\Lambda\}-\log |\wedge|=\sum_{i=1}^{p}\left(\lambda_{i}-\log \lambda_{i}\right)
$$

which is minimized by the choice $\hat{\lambda}_{i}=1, i=1, \ldots, p$, and therefore by $N^{-1} M=V V^{-1}=I$ or $M=N$.

LEMmA A. 7 Let $M$ be symmetric and positive semi-definite and $N$ symmetric and positive definite. The function

$$
f(x)=x^{\prime} M x / x^{\prime} N x
$$

is maximized among all vectors $x \in R^{p} b y \hat{x}=v_{1}$ and the maximal value of $f$ is $\lambda_{1}$, where $\lambda_{1}$ and $\nu_{1}$ are the maximal eigenvalue and the corresponding eigenvector in the equation

$$
|\lambda N-M|=0
$$

Proof We apply Lemma A. 5 and define $y$ by $x=V y$, then

$$
x^{\prime} M x / x^{\prime} N x=y^{\prime} \wedge y / y^{\prime} y=\sum_{i=1}^{p} \lambda_{i} y_{i}^{2} / \sum_{i=1}^{p} y_{i}^{2}
$$

which is clearly bounded above by the maximal eigenvalue $\lambda_{1}$, and equality holds if $y_{1}=1, y_{2}=\cdots=y_{p}=0$. This choice of $y$ implies that $\hat{x}=u_{1}$ the first column of $V$. Note that the maximizing value of $x$ is not uniquely defined. One can always multiply by a constant different from zero and, if $\lambda_{1}=\lambda_{2}$, one can even choose $\hat{x}=u_{2}$ or some linear combination of $v_{1}$ and $v_{2}$.

This result is now generalized:
LEmMA A. 8 Let $M$ be symmetric and positive definite and $N$ symmetric and positive definite. The function

$$
f(x)=\left|x^{\prime} M x\right| /\left|x^{\prime} N x\right|
$$

is maximized among all $p \times r$ matrices by $\hat{x}=\left(u_{1}, \ldots, \boldsymbol{u}_{r}\right)$, and the maximal value is $\Pi_{i=1}^{r} \lambda_{i}$, where again $\lambda_{\text {a }}$ and vare solutions to the eigenvalue problem

$$
\begin{equation*}
|\lambda N-M|=0 \tag{A.10}
\end{equation*}
$$

where we assume that $\lambda_{1}>\cdots>\lambda_{p}>0$. We can also choose $\hat{x}$ times any non-singular $r \times r$ matrix as the maximizing argument. An expansion of $\log f(x+h)$ around $\hat{x}$ is given by

$$
\begin{align*}
\log f(\hat{x}+h) & =\log f(\hat{x}) \\
& +\operatorname{tr}\left\{\left(\hat{x}^{\prime} M \hat{x}\right)^{-1} h^{\prime}\left(M-M \hat{x}\left(\hat{x}^{\prime} M \hat{x}\right)^{-1} \hat{x}^{\prime} M\right) h\right\} \\
& -\operatorname{tr}\left\{\left(\hat{x}^{\prime} N \hat{x}\right)^{-1} h^{\prime}\left(N-N \hat{x}\left(\hat{x}^{\prime} N \hat{x}\right)^{-1} \hat{x}^{\prime} N\right) h\right\} \\
& +O\left(\|h\|^{3}\right) \tag{A.11}
\end{align*}
$$

Proof We first expand the determinant

$$
\begin{aligned}
&|I+h| \\
&=\left|\left[\begin{array}{cccc}
1+h_{11} & h_{12} & \cdots & h_{1 p} \\
h_{21} & 1+h_{22} & \cdots & h_{2 p} \\
\vdots & \vdots & \vdots \\
h_{p 1} & h_{p 2} & \cdots & 1+h_{p p}
\end{array}\right]\right| \\
&=1+\sum_{i=1}^{p} h_{i l}+\sum_{1 \leq i<j \leq p} h_{i l} h_{i j}-\sum_{1 \leq i<j \leq p} h_{i j} h_{j j}+O\left(\|h\|^{3}\right) \\
&=1+\sum_{i=1}^{p} h_{i i}+\frac{1}{2} \sum_{i=1}^{p} \sum_{j=1}^{p} h_{i l} h_{i j}-\frac{1}{2} \sum_{i=1}^{p} \sum_{j=1}^{p} h_{i j} h_{j l}+O\left(\|h\|^{3}\right) \\
&=1+\operatorname{tr}(h)+\frac{1}{2} \operatorname{tr}^{2}(h)-\frac{1}{2} \operatorname{tr}\left(h^{2}\right)+O\left(\|h\|^{3}\right) .
\end{aligned}
$$

Here $\|h\|=\max \sum_{j=1}^{p} \mid h_{i j}$. Taking logarithms we find

$$
\log (|I+h|)=\operatorname{tr}(h)-\frac{1}{2} \operatorname{tr}\left(h^{2}\right)+O\left(\|h\|^{3}\right)
$$

Next we expand the function

$$
\begin{align*}
& \log \left|(x+h)^{\prime} M(x+h)\right| \\
& =\log \left|x^{\prime} M x\right|+\log \left|I+\left(x^{\prime} M x\right)^{-1}\left(x^{\prime} M h+h^{\prime} M x+h^{\prime} M h\right)\right| \\
& =\log \left|x^{\prime} M x\right|+2 \operatorname{tr}\left\{\left(x^{\prime} M x\right)^{-1}\left(x^{\prime} M h\right)\right\}+\operatorname{tr}\left\{\left(x^{\prime} M x\right)^{-1}\left(h^{\prime} M h\right)\right\} \\
& -\frac{1}{2} \operatorname{tr}\left\{\left(x^{\prime} M x\right)^{-1}\left(x^{\prime} M h+h^{\prime} M x\right)\left(x^{\prime} M x\right)^{-1}\left(x^{\prime} M h+h^{\prime} M x\right)\right\} \\
& +O\left(\|h\|^{3}\right), \tag{A.12}
\end{align*}
$$

where the last term simplifies to

$$
\begin{aligned}
& -\operatorname{tr}\left\{\left(x^{\prime} M x\right)^{-1} x^{\prime} M h\left(x^{\prime} M x\right)^{-1} x^{\prime} M h\right\} \\
& -\operatorname{tr}\left\{\left(x^{\prime} M x\right)^{-1} h^{\prime} M x\left(x^{\prime} M x\right)^{-1} x^{\prime} M h\right\}
\end{aligned}
$$

The function $\log f(x)$ has a stationary point $\hat{x}$ if the derivative at $\hat{x}$ in the direction $b$ is zero for all $h$, hence the first order condition

$$
\begin{equation*}
M \hat{x}\left(\hat{x}^{\prime} M \hat{x}\right)^{-1}=N \hat{x}\left(\hat{x}^{\prime} N \hat{x}\right)^{-1} \tag{A.13}
\end{equation*}
$$

This is easier to interpret if we let $y=N^{\frac{1}{2}} \frac{x}{x}$ and $A=N^{-\frac{1}{2}} M N^{-\frac{1}{2}}$, since then the result is that $A y\left(y^{\prime} A y\right)^{-1}=y\left(y^{\prime} y\right)^{-1}$. This means that $A y$ is in the space spanned by $y$, and hence that the space $s p(y)$ is invariant under the linear mapping $A$ and therefore a union of invariant one-dimensional subspaces spanned by the eigenvectors $e_{i}$ of $A$, see Lemma A.3. Thus $s p(y)=s p\left(e_{i_{1}}, \ldots, e_{i_{r}}\right)$ for some choice of $i_{1}, \ldots, i_{\text {, }}$ This gives $s p(\hat{x})=s p\left(v_{i_{1}}, \ldots, v_{i_{r}}\right)$ and the value of the function $f(\hat{x})=\Pi_{k=1}^{r} \lambda_{i_{k}}$, which is clearly maximal if we choose $i_{1}=1, \ldots, i_{r}=r$, corresponding to the largest $r$ eigenvalues of $A$, which gives the first result, since the eigenvalues of $A$ can be found from (A.10).

From (A.12) we find the expansion of $\log f(\hat{x}+h)$. Note that when considering

$$
\log \left|(\hat{x}+h)^{\prime} M(\hat{x}+h)\right|-\log \left|(\hat{x}+h)^{\prime} N(\hat{x}+h)\right|,
$$

the first order terms vanish, but so do the second order terms involving

$$
\left(\hat{x}^{\prime} M \hat{x}\right)^{-1} \hat{x}^{\prime} M h=\left(\hat{x}^{\prime} N \hat{x}\right)^{-1} \hat{x}^{\prime} N h
$$

which holds at the maximum point, see (A.13). The non-vanishing second order term is

$$
\begin{aligned}
& -\operatorname{tr}\left\{\left(\hat{x}^{\prime} M \hat{x}\right)^{-1} h^{\prime}\left(M-M \hat{x}\left(\hat{x}^{\prime} M \hat{x}\right)^{-1} \hat{x}^{\prime} M\right) h\right\} \\
& -\operatorname{tr}\left\{\left(\hat{x}^{\prime} N \hat{x}\right)^{-1} h^{\prime}\left(N-N \hat{x}\left(\hat{x}^{\prime} N \hat{x}\right)^{-1} \hat{x}^{\prime} N\right) h\right\}
\end{aligned}
$$

which gives the required result, see (A.10).

LEMMA A. 9 Let the symmetric matrices $M\left(p_{1} \times p_{1}\right)$ and $N\left(p_{2} \times p_{2}\right)$ be positive definite and let $A\left(p_{1} \times p_{2}\right)$ be such that the matrix

$$
\left[\begin{array}{ll}
M & A \\
A^{\prime} & N
\end{array}\right]
$$

is positive semi-definite. Assume that $p_{1} \geq p_{2} \geq r$. Then the function

$$
f(x, y)=\left|x^{\prime} A y y^{\prime} A^{\prime} x\right| /\left|x^{\prime} M x \| y^{\prime} N y\right|
$$

is maximized among $p_{1} \times r$ matrices $\times$ and $p_{2} \times r$ matrices $y$ as follows.
First solve

$$
\begin{equation*}
\left|\lambda M-A N^{-1} A^{\prime}\right|=0 \tag{A.14}
\end{equation*}
$$

giving $\lambda_{1} \geq \cdots \geq \lambda_{p_{1}} \geq 0$ and eigenvectors $V=\left(v_{1}, \ldots, v_{p_{1}}\right)$ normalized as $V M V=I$. Next solve

$$
\begin{equation*}
\left|\lambda N-A^{\prime} M^{-1} A\right|=0 \tag{A.15}
\end{equation*}
$$

giving $\lambda_{1} \geq \cdots \geq \lambda_{p_{2}} \geq 0$ and eigenvectorsW $=\left(w_{1}, \ldots, w_{p_{2}}\right)$ normalized as $W N=I$. Note that $(A .14)$ and $(A .15)$ bave the same positive eigenvalues.
Then the maximum of $f(x, v)$ is attained for $\hat{x}=\left(u_{1}, \ldots, u_{r}\right)$ and $\hat{y}=\left(w_{1}, \ldots, w_{r}\right)$ and the maximal value is $\Pi_{i=1}^{r} \lambda_{i}$. The solutions can be chosen such that ${ }_{v_{i}}=\lambda_{i}^{-\frac{1}{2}} M^{-1} A w_{i} i=1, \ldots, r$.
Proof Let us first maximize for fixed value of $y$. The function

$$
g_{y}(x)=\left|x^{\prime}\left(A y y^{\prime} A^{\prime}\right) x\right| /\left|x^{\prime} M x\right|
$$

is maximized by Lemma A.8. The corresponding eigenvalue problem is

$$
\left|\lambda M-A y y^{\prime} A^{\prime}\right|=0 .
$$

Now the rank of the matrix $A y y^{\prime} A^{\prime}$ is at most $r$, which shows that at most $r$ eigenvalues $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{1}\right)$ are positive. The corresponding eigenvectors $V_{r}=\left(v_{1}, \ldots, v_{r}\right)$ satisfy

$$
M V_{r} \wedge=A y y^{\prime} A^{\prime} V_{r},
$$

which shows that $V$, has the form $M^{-1} A y \phi$ for some $r \times r$ matrix $\phi=y^{\prime} A^{\prime} V, \Lambda^{-1}$. Inserting this we find

$$
\max _{x} f(x, y)=\left|y^{\prime} A^{\prime} M^{-1} A y\right| /\left|y^{\prime} N y\right| .
$$

Again this is maximized by Lemma A. 8 by solving (A.15). Note that if $y_{i}$ is an eigenvector for the problem (A.15) with $\lambda_{i}>0$, then $x_{i}=\lambda_{i}^{-\frac{1}{2}} M^{-1} A y_{i}$ is an eigenvector, properly normalized, for the same eigenvalue but for the dual problem (A.14). Thus we really only have to solve one of the eigenvalue problems. The maximum value is found by inserting the normalized eigenvalues $x=M^{-1} A y \wedge^{-\frac{1}{2}}$ in the expression for $f(x, y)$.

That (A.14) and (A.15) have the same positive solutions follows from the matrix relation, see (A.26)

$$
\begin{aligned}
\left|\begin{array}{ll}
\rho M & A \\
A^{\prime} & \rho N
\end{array}\right| & =|\rho M|\left|\rho N-A^{\prime}(\rho M)^{-1} A\right|=\rho^{p_{1}-p_{2}}|M|\left|\rho^{2} N-A^{\prime}(M)^{-1} A\right| \\
& =|\rho N|\left|\rho M-A(\rho N)^{-1} A^{\prime}\right|=\rho^{p_{2}-p_{1}}|N|\left|\rho^{2} M-A(N)^{-1} A^{\prime}\right|
\end{aligned}
$$

LEMmA A. 10 Let now both $M$ and $N$ be positive semi-definite symmetric matrices of dimension $p \times p$ such that $N x=0$ implies $M x=$ 0 . Let $\operatorname{rank}(M)=m$ and $\operatorname{rank}(N)=n$. Let $\times$ be $p \times r, r \leq n$. The function

$$
f(x)=\left|x^{\prime} M x\right| /\left|x^{\prime} N x\right|,\left|x^{\prime} N x\right| \neq 0
$$

is maximized as follows: first solve $|\varrho I-N|=0$ for $\varrho_{1} \geq \cdots \geq \varrho_{n}>\varrho_{n+1}=\cdots=\varrho_{p}=0$ and eigenvectors $w_{1}, \ldots, w_{p}$ and define the matrix

$$
C=\left(w_{1}, \ldots, w_{n}\right) \operatorname{diag}\left(\rho_{1}^{-\frac{1}{2}}, \ldots, \rho_{n}^{-\frac{1}{2}}\right)
$$

such that $C N C=I(n \times n)$. Next solve the eigenvalue problem $|\lambda I-C M C|=0$ for eigenvalues $\lambda_{1} \geq \cdots \geq \lambda_{n} \geq 0$ and eigenvectors $\nu_{1}, \ldots, v_{i n}$. The solution of the maximization problem is $\hat{x}=C\left(u_{1}, \ldots, u_{r}\right)$ and the maximum value is $f(\hat{x})=\Pi_{i=1}^{r} \lambda_{i}$. The solution $\hat{x}$ is orthogonal to the null space for $N$.

Proof Since

$$
\begin{aligned}
N & =W^{\prime} \operatorname{diag}\left(\rho_{1}, \ldots, \rho_{p}\right) W \\
& =\left(w_{1}, \ldots, w_{n}\right)^{\prime} \operatorname{diag}\left(\rho_{1}, \ldots, \rho_{n}\right)\left(w_{1}, \ldots, w_{n}\right),
\end{aligned}
$$

it is seen that the null space of $N$ is spanned by $\left(w_{p+1}, \ldots, w_{p}\right)$, and that

$$
x^{\prime} N x=x^{\prime}\left(w_{1}, \ldots, w_{n}\right)^{\prime} \operatorname{diag}\left(\rho_{1}, \ldots, \rho_{n}\right)\left(w_{1}, \ldots, w_{n}\right) x
$$

only depends on $x$ through the projection onto the orthogonal complement to the null space of $N$ as spanned by $W_{n}=$ $\left(w_{1}, \ldots, w_{n}\right)$. Since $x^{\prime} N=0$
implies that $x^{\prime} M=0$ it is seen that in order to maximize $f(x)$ it is enough to consider $f(x)$ only on the space spanned by $W_{n}$ or $C$. For $x=C y$ we find

$$
f(x)=\left|y^{\prime} C^{\prime} M C y\right| /\left|y^{\prime} y\right|
$$

which is maximized as indicated by Lemma A.8.

## A. 2 The Binomial Formula for Matrices

Let $A$ and $B$ be $p \times p$ matrices. The binomial formula states that

$$
\begin{aligned}
& (A+B)^{n} \\
& =\sum_{r=0}^{n} \sum_{i_{1}+i_{2}+\cdots+i_{r+1}=n-r} A^{i_{1}} B A^{i_{2}} B \cdots A^{i_{r}} B A^{i_{r+1}} \\
& =A^{n}+\sum_{i+j=n-1} A^{i} B A^{j}+\sum_{i+j+k=n-2} A^{i} B A^{j} B A^{k}+\cdots+B^{n} .
\end{aligned}
$$

The number of terms in the $r$ th summand is $\binom{n}{r}$, and if $A$ and $B$ commute then

$$
(A+B)^{n}=\sum_{r=0}^{n}\binom{n}{r} A^{r} B^{n-r}
$$

The exponential function is given by the expansion

$$
\exp (A)=\sum_{r=0}^{\infty} A^{r} / r!
$$

The basic relation between the binomial formula and the exponential function is given in the classical result.
Theorem A. 11 Let $A$ be a square matrix, then for $T \rightarrow \infty$ it holds that

$$
\left(I+T^{-1} A\right)^{T} \rightarrow \exp (A)
$$

Proof The binomial formula gives

$$
\begin{aligned}
& \left(I+T^{-1} A\right)^{T}=\sum_{r=0}^{T} T^{(r)} A^{r} / T^{r} r!=\sum_{r=0}^{T} A^{r} / r!+\sum_{r=0}^{T}\left(T^{(r)} / T^{r}-1\right) A^{r} / r! \\
& =\sum_{r=0}^{T} A^{r} / r!+\sum_{r=0}^{N}\left(T^{(r)} / T^{r}-1\right) A^{r} / r!+\sum_{r=N+1}^{T}\left(T^{(r)} / T^{r}-1\right) A^{r} / r!
\end{aligned}
$$

The norm of the last term is bounded by $\sum_{r=N+1}^{\infty} \mid A \|^{r} / r!$, independently of $T$. Hence we can first choose $N$ such that the last term is small, and then $T$ so large that the first term is close to $\exp (A)$ and the second term is small, since it only has finitely many terms.

In the following we shall give various refinements of this result using the binomial formula. These results resemble the well-known inequalities for the exponential function

$$
\begin{gathered}
e^{x}-1 \leq x e^{x}, x>0, \\
e^{x}-1-x \leq \frac{1}{2} x^{2} e^{x}, x>0 .
\end{gathered}
$$

Proposition A. 12 If $T / / B_{i y}$ is bounded then for some constant $c$ the following inequalities bold

$$
\begin{gather*}
\left\|\left(I+B_{T}\right)^{T}\right\| \leq c, \\
\left\|\left(I+B_{T}\right)^{T}-I\right\| \leq T\left\|B_{T}\right\| c,  \tag{A.16}\\
\left\|\left(I+B_{T}\right)^{T}-I-T B_{T}\right\| \leq \frac{1}{2} T^{2}\left\|B_{T}\right\|^{2} c . \tag{A.17}
\end{gather*}
$$

Proof The binomial formula gives

$$
\left\|\left(I+B_{T}\right)^{T}\right\|=\left\|\sum_{r=0}^{T}\binom{T}{r}_{B_{T}^{r}}\right\| \leq \sum_{r=0}^{T} T^{r}\left\|B_{T}\right\| / r!\leq \exp \left(T\left\|B_{T}\right\|\right),
$$

which is bounded by the assumption on $\left\|B_{T}\right\|$. Next we get

$$
\begin{aligned}
\left\|\left(I+B_{T}\right)^{T}-I\right\| & =\left\|\sum_{r=1}^{T}\binom{T}{r} B_{T}^{r}\right\| \leq \sum_{r=1}^{T} T^{r}\left\|B_{T}\right\| / r! \\
& \leq \exp \left(T\left\|B_{T}\right\|\right)-1 \leq T\left\|B_{T}\right\| \exp \left(T\left\|B_{T}\right\|\right) \leq T\left\|B_{T}\right\| c,
\end{aligned}
$$

by the inequality $e^{x}-1 \leq x e^{\star}$ and the boundedness of $T / / B_{T} \|$. Finally we find

$$
\begin{aligned}
& \left\|\left(I+B_{T}\right)^{T}-I-T B_{T}\right\|=\left\|\sum_{r=2}^{T}\binom{T}{r} B_{T}^{r}\right\| \leq \sum_{r=2}^{T} T^{r}\left\|B_{T}\right\|^{r} / r! \\
& \leq \exp \left(T\left\|B_{T}\right\|\right)-1-T\left\|B_{T}\right\| \leq \frac{1}{2} T^{2}\left\|B_{T}\right\| \|^{2} \exp \left(T\left\|B_{T}\right\|\right),
\end{aligned}
$$

by the inequality $e^{x}-1-x \leq \frac{1}{2} x^{2} e^{x}$.

In the following we consider equations of the form

$$
\Delta X_{t}=\left(\alpha \beta^{\prime}+B_{T}\right) X_{t-1}+\epsilon_{t},
$$

where the solution is given by

$$
\begin{equation*}
X_{t}-\left(I+\alpha \beta^{\prime}+B_{T}\right)^{t} X_{0}=\sum_{i=0}^{t-1}\left(I+\alpha \beta^{\prime}+B_{T}\right)^{2} \epsilon_{t-i} . \tag{A.19}
\end{equation*}
$$

LEmmA A. 13 Let $A=I+\alpha \beta^{\prime}, \alpha$ and $\beta(p \times r)$, and assume that the eigenvalues of $I+\beta^{\prime} \alpha$ are less than 1 in absolute value, such that $\left\|\left(I+\beta^{\prime} \alpha\right)^{t}\right\| \leq \lambda^{\prime}$ for some $\lambda<1$ and all t, see (A.2). Assume also that $\| T B_{r y}$ is bounded. Then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} A^{t}=\beta_{\perp}\left(\alpha^{\prime} \beta_{\perp}\right)^{-1} \alpha^{\prime}{ }_{\perp} \tag{A.20}
\end{equation*}
$$

and for $t=0, \ldots, T$ and some constant $c$

$$
\begin{gather*}
\left\|\left(A+B_{T}\right)^{t}\right\| \leq c, \\
\left\|\beta^{\prime}\left(A+B_{T}\right)^{t}-\beta^{\prime} A^{t}\right\| \leq c\left\|B_{T}\right\|,  \tag{A.21}\\
\left\|\alpha^{\prime}{ }_{\perp}\left(A+B_{T}\right)^{t}-\left(I+\boldsymbol{\alpha}^{\prime}{ }_{\perp} B_{T} \boldsymbol{\beta}_{\perp}\left(\boldsymbol{\alpha}^{\prime}{ }_{\perp} \boldsymbol{\beta}_{\perp}\right)^{-1}\right)^{t} \boldsymbol{\alpha}^{\prime}{ }_{\perp}\right\| \leq c\left\|B_{T}\right\| T \tag{A.22}
\end{gather*}
$$

Proof of (A.20): the binomial formula gives

$$
\begin{aligned}
A^{T} & =\left(I+\alpha \beta^{\prime}\right)^{T}=\sum_{r=0}^{T}\binom{T}{r}\left(\alpha \beta^{\prime}\right)^{r} \\
& =I+\alpha\left(\beta^{\prime} \alpha\right)^{-1} \sum_{r=1}^{T}\binom{T}{r}\left(\beta^{\prime} \alpha\right)^{r} \beta^{\prime} \\
& =I+\alpha\left(\beta^{\prime} \alpha\right)^{-1}\left(\left(I+\beta^{\prime} \alpha\right)^{T}-I\right) \beta^{\prime} \\
& \rightarrow I-\alpha\left(\beta^{\prime} \alpha\right)^{-1} \beta^{\prime}=\beta_{\perp}\left(\alpha^{\prime}{ }_{\perp} \beta_{\perp}\right)^{-1} \alpha^{\prime}{ }_{\perp},
\end{aligned}
$$

by (A.2).

Proof of (A.21): again the binomial formula gives

$$
\left(A+B_{T}\right)^{t}=\sum_{r=0 i_{1}+i_{2}+\cdots+i_{r+1}}^{t} A^{i_{1}} B_{T} A^{i_{2}} B_{T} \cdots A^{i_{r}} B_{T} A^{i_{r+1}},
$$

and hence from (A.20), we have $\| A^{i / l} \leq c_{A}$

$$
\begin{aligned}
\left\|\left(A+B_{T}\right)^{t}\right\| & \leq \sum_{r=0}^{t} c_{A}^{r+1}\left\|B_{T}\right\| r\binom{t}{r} \leq c_{A} \sum_{r=0}^{t}\left(c_{A}\left\|B_{T}\right\| t\right)^{r} / r! \\
& \leq c_{A} \exp \left(c_{A}\left\|B_{T}\right\| t\right) \leq c_{A} \exp \left(c_{A} T\left\|B_{T}\right\|\right),
\end{aligned}
$$

which is assumed bounded.

Proof of (A.22): from the identity

$$
\begin{equation*}
\left(A+B_{T}\right)^{i+1}=\left(A+B_{T}\right)\left(A+B_{T}\right)^{i} \tag{A.24}
\end{equation*}
$$

we find since $\beta^{\prime}\left(I+\alpha \beta^{\prime}\right)=\left(I+\beta^{\prime} \alpha\right) \beta^{\prime}$, that

$$
\begin{aligned}
\beta^{\prime}\left(A+B_{T}\right)^{i+1} & =\beta^{\prime}\left(I+\alpha \beta^{\prime}+B_{T}\right)\left(A+B_{T}\right)^{i} \\
& =\left(I+\beta^{\prime} \alpha\right) \beta^{\prime}\left(A+B_{T}\right)^{i}+\beta^{\prime} B_{T}\left(A+B_{T}\right)^{i},
\end{aligned}
$$

which by (A.19) has the solution

$$
\beta^{\prime}\left(A+B_{T}\right)^{t}-\left(I+\beta^{\prime} \alpha\right)^{t} \beta^{\prime}=\sum_{i=0}^{t-1}\left(I+\beta^{\prime} \alpha\right)^{i} \beta^{\prime} B_{T}\left(A+B_{T}\right)^{t-i}
$$

hence

$$
\left\|\beta^{\prime}\left(A+B_{T}\right)^{t}-\left(I+\beta^{\prime} \alpha\right)^{t} \beta^{\prime}\right\| \leq \sum_{i=0}^{t-1} c \lambda^{\lambda}\left\|\beta^{\prime}\right\| B_{T}\left\|c_{1} \leq c_{2}\right\| B_{T} \|
$$

since $\lambda^{i}$ is summable.
Proof of (A.23): from (A.24) we also find, since

$$
\alpha\left(\beta^{\prime} \alpha\right)^{-1} \beta^{\prime}+\beta_{\perp}\left(\alpha_{\perp} \beta_{\perp}\right)^{-1} \alpha_{\perp}^{\prime}=I,
$$

that

$$
\begin{aligned}
& \alpha^{\prime} \perp\left(A+B_{T}\right)^{i+1} \\
& =\alpha^{\prime}{ }_{\perp}\left(I+\alpha \beta^{\prime}+B_{T}\right)\left[\alpha\left(\beta^{\prime} \alpha\right)^{-1} \beta^{\prime}+\beta_{\perp}\left(\alpha^{\prime}{ }_{\perp} \beta_{\perp}\right)^{-1} \alpha^{\prime} \perp\right]\left(A+B_{T}\right)^{i} \\
& =\left(I+\alpha^{\prime}{ }_{\perp} B_{T} \beta_{\perp}\left(\alpha^{\prime}{ }_{\perp} \beta_{\perp}\right)^{-1}\right) \alpha^{\prime}{ }_{\perp}\left(A+B_{T}\right)^{i}+\alpha^{\prime}{ }_{\perp} B_{T} \alpha\left(\beta^{\prime} \alpha\right)^{-1} \beta^{\prime}\left(A+B_{T}\right)^{i}
\end{aligned}
$$

which by (A.19) can be solved as

$$
\begin{aligned}
& \alpha_{\perp}^{\prime}\left(A+B_{T}\right)^{t}-\left(I+\alpha^{\prime}{ }_{\perp} B_{T} \beta_{\perp}\left(\alpha^{\prime}{ }_{\perp} \beta_{\perp}\right)^{-1}\right)^{l} \alpha^{\prime} \perp \\
& =\sum_{i=0}^{t-1}\left(I+\alpha^{\prime}{ }_{\perp} B_{T} \beta_{\perp}\left(\alpha^{\prime}{ }_{\perp} \beta_{\perp}\right)^{-1}\right)^{l} \alpha^{\prime}{ }_{\perp} B_{T} \alpha\left(\beta^{\prime} \alpha\right)^{-1} \beta^{\prime}\left(A+B_{T}\right)^{t-i}
\end{aligned}
$$

and hence

$$
\begin{aligned}
& \left\|\alpha^{\prime}{ }_{\perp}\left(A+B_{T}\right)^{t}-\left(I+\alpha^{\prime}{ }_{\perp} B_{T} \beta_{\perp}\left(\alpha^{\prime}{ }_{\perp} \beta_{\perp}\right)^{-1}\right)^{t} \alpha^{\prime}{ }_{\perp}\right\| \\
& \leq \sum_{i=0}^{t-1}\left\|\left(I+\alpha^{\prime}{ }_{\perp} B_{T} \beta_{\perp}\left(\alpha^{\prime}{ }_{\perp} \beta_{\perp}\right)^{-1}\right)^{i}\right\|\left\|^{\prime}{ }_{\perp} B_{T} \alpha\left(\beta^{\prime} \alpha\right)^{-1}\right\|\left\|\beta^{\prime}\left(A+B_{T}\right)^{t-i}\right\|
\end{aligned}
$$

Now by (A.16) we have $\|\left(I+\alpha_{\perp}^{\prime} B_{T} \beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1}\right)^{i / l \leq} c_{3}$, and since

$$
\left\|\alpha^{\prime}{ }_{\perp} B_{T} \alpha\left(\beta^{\prime} \alpha\right)^{-1}\right\| \leq\left\|\alpha^{\prime}{ }_{\perp}\right\| B_{T}\| \| \alpha\left(\beta^{\prime} \alpha\right)^{-1} \|,
$$

we only have to show that $\sum_{i=0}^{t-1} \mid \beta^{\prime}\left(A+B_{7}\right)^{t-i} \|$ is bounded. We then apply the identities

$$
\begin{aligned}
& \beta^{\prime} A=\beta^{\prime}\left(I+\alpha \beta^{\prime}\right)=\left(I+\beta^{\prime} \alpha\right) \beta^{\prime}, \\
& \beta^{\prime} A^{i}=\left(I+\beta^{\prime} \alpha\right) \beta^{\prime} A^{i-1}=\left(I+\beta^{\prime} \alpha\right)^{i} \beta^{\prime} .
\end{aligned}
$$

From these results we find

$$
\begin{aligned}
& \sum_{i=0}^{t-1}\left\|\beta^{\prime}\left(A+B_{T}\right)^{t-i}\right\| \\
& \leq \sum_{i=0}^{t-1}\left\|\beta^{\prime}\left(A+B_{T}\right)^{t-i}-\beta^{\prime} A^{t-i}\right\|+\sum_{i=0}^{t-1}\left\|\beta^{\prime} A^{t-i}\right\| \\
& \leq T \max _{i \leq T}\left\|\beta^{\prime}\left(A+B_{T}\right)^{i}-\beta^{\prime} A^{i}\right\|+\sum_{i=0}^{T}\left\|\left(I_{r}+\beta^{\prime} \alpha\right)^{i} \beta^{\prime}\right\|
\end{aligned}
$$

The first term is by (A.22) bounded by $c T / / B, \|$ and hence bounded, and the second term is bounded by $c\left\|\beta^{\prime}\right\| \sum_{i=0}^{T} \lambda^{i}$, which completes the proof.

Theorem A. 14 If the eigenvalues of $I+\beta^{\prime} \alpha$ are less than 1 then

$$
\left(I+\alpha \beta^{\prime}+T^{-1} B\right)^{T} \rightarrow C \exp (B C)=\exp (C B) C
$$

where $C=\beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1} \beta_{\perp}^{\prime}$.
Proof First note that from (A.22) it follows that

$$
\beta^{\prime}\left(I+\alpha \beta^{\prime}+T^{-1} B\right)^{T}-\beta^{\prime} A^{T} \rightarrow 0, T \rightarrow \infty
$$

hence $\beta^{\prime}\left(I+\alpha \beta^{\prime}+T^{-1} B\right)^{T}=\beta^{\prime}\left(A+B_{T}\right)^{T}$ has the same limit as

$$
\beta^{\prime} A^{T}=\left(I+\beta^{\prime} \alpha\right)^{T} \beta^{\prime}
$$

which tends to zero by the assumption on the eigenvalues. Next consider

$$
\alpha_{\perp}^{\prime}\left(I+\alpha \beta^{\prime}+T^{-1} B\right)^{T}
$$

which by (A.22) has the same limit as

$$
\left(I+T^{-1} \alpha_{\perp}^{\prime} B \beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1}\right)^{T} \alpha_{\perp}^{\prime} \rightarrow \exp \left(\alpha_{\perp}^{\prime} B \beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1}\right) \alpha_{\perp}^{\prime}
$$

Combining the results we find

$$
\begin{aligned}
& \left(I+\alpha \beta^{\prime}+T^{-1} B\right)^{T} \\
& =\left(\alpha\left(\beta^{\prime} \alpha\right)^{-1} \beta^{\prime}+\beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1} \alpha^{\prime}{ }_{\perp}\right)\left(I+\alpha \beta^{\prime}+T^{-1} B\right)^{T} \\
& \rightarrow \beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1} \exp \left(\alpha_{\perp}^{\prime} B \beta_{\perp}\left(\alpha_{\perp}^{\prime} \beta_{\perp}\right)^{-1}\right) \alpha_{\perp}^{\prime}=C \exp (B C)=\exp (C B) C .
\end{aligned}
$$

## A. 3 The Multivariate Gaussian Distribution

We let $X$ denote a $p$-dimensional Gaussian random variable with mean $\xi$ and non-singular variance matrix $\Omega$. The distribution is denoted by $N_{p}(\xi, \Omega)$, and the density is given by

$$
\begin{align*}
& (2 \pi)^{-\frac{1}{2} p}|\Omega|^{-\frac{1}{2}} \exp \left\{-\frac{1}{2}(X-\xi)^{\prime} \Omega^{-1}(X-\xi)\right\} \\
= & (2 \pi)^{-\frac{1}{2} p}|\Omega|^{-\frac{1}{2}} \exp \left\{-\frac{1}{2} \operatorname{tr}\left\{\Omega^{-1}(X-\xi)(X-\xi)^{\prime}\right\}\right\} \tag{A.25}
\end{align*}
$$

If $X$ is decomposed into $X_{1}$ and $X_{2}$ of dimension $p_{1}$ and $p_{2}\left(p_{1}+p_{2}=p\right)$ and if $\xi$ and $\Omega$ are decomposed similarly

$$
\xi=\left[\begin{array}{l}
\xi_{1} \\
\xi_{2}
\end{array}\right], \Omega=\left[\begin{array}{ll}
\Omega_{11} & \Omega_{12} \\
\Omega_{21} & \Omega_{22}
\end{array}\right],
$$

then the distribution of $X_{1}$ is Gaussian in $p_{1}$ dimensions with mean $\xi_{1}$ and variance $\Omega_{11}$, whereas the distribution of $X_{2}$ given $X_{1}$ is Gaussian with mean $\xi_{2}+\Omega_{21} \Omega_{11}^{-1}\left(X_{1}-\xi_{1}\right)$ and variance $\Omega_{22.1}=\Omega_{22}-\Omega_{21} \Omega_{11}^{-1} \Omega_{12}$.

It is an important result of the multivariate Gaussian distribution, see Barndorff-Nielsen (1978), that we can parametrize the statistical model defined by letting $(\xi, \Omega)$ vary freely, either by $(\xi, \Omega)$ or by the parameters of the marginal distribution

$$
\varphi=\varphi(\xi, \Omega)=\left(\xi_{1}, \Omega_{11}\right)
$$

and the parameters of the conditional distribution

$$
\psi=\psi(\xi, \Omega)=\left(\xi_{2}-\Omega_{21} \Omega_{11}^{-1} \xi_{1}, \Omega_{21} \Omega_{11}^{-1}, \Omega_{22}-\Omega_{21} \Omega_{11}^{-1} \Omega_{12}\right)
$$

when these two sets of parameters vary freely in their respective domains

$$
(\varphi, \psi) \in A \times B .
$$

This is seen by solving for $\xi=\xi(\varphi, \psi)$ and $\Omega=\Omega(\varphi, \psi)$ for any value of $(\varphi, \psi)$ in the domain of definition. The important relation

$$
\begin{equation*}
|\Omega|=\left|\Omega_{11}\right|\left|\Omega_{22}-\Omega_{21} \Omega_{11}^{-1} \Omega_{12}\right| \tag{A.26}
\end{equation*}
$$

is most easily interpreted by noting that the left hand side is the normalizing constant in the density of $X$, whereas the right hand side is the product of the normalizing constants in the marginal distribution of $X_{1}$ and the conditional distribution of $X_{2}$ given $X_{1}$ respectively.

The interpretation of $\Omega$ as the variance of $X$ is paralleled by the interpretation of $\Omega^{-1}$ as the precision or information in $X$. The basic 'duality'
between marginal distributions and conditional distributions is nicely displayed in the result that the variance in the marginal distribution is found by restricting the variance matrix $\Omega$ to $\Omega_{11}$, whereas the precision in the conditional distribution of $X_{2}$ given $X_{1}$ is found by restricting the precision $\Omega^{-1}$ to $\left(\Omega^{-1}\right)_{22}=\Omega^{22}$. This is seen from the well-known result

$$
\left(\Omega^{22}\right)^{-1}=\Omega_{22}-\Omega_{21} \Omega_{11}^{-1} \Omega_{12}
$$

The basic estimation problem is that of finding estimates of $\xi$ and $\Omega$ when we have $T$ independent identically distributed observations from (A.25).
Lemma A. 15 Let $X_{1}, \ldots, X_{T}$ be independent identically distributed Gaussian variables with mean $\xi$ and variance $\Omega$ then

$$
\begin{aligned}
& \hat{\xi}=T^{-1} \sum_{i=1}^{T} X_{i}=\bar{X} \\
& \hat{\Omega}=T^{-1} \sum_{t=1}^{T}\left(X_{t}-\bar{X}\right)\left(X_{t}-\bar{X}\right)^{\prime},
\end{aligned}
$$

and the maximized likelihood function is given by

$$
\begin{equation*}
L_{\max }^{-2 / T}=(2 \pi e)^{p}|\hat{\mathrm{\delta}}| . \tag{A.27}
\end{equation*}
$$

Proof The likelihood function is

$$
\begin{equation*}
L(\xi, \Omega)=\prod_{t=1}^{T}(2 \pi)^{-\frac{1}{2} p}|\Omega|^{-\frac{1}{2}} \exp \left\{-\frac{1}{2} \operatorname{tr}\left\{\Omega^{-1}\left(X_{t}-\xi\right)\left(X_{t}-\xi\right)^{\prime}\right\},\right. \tag{A.28}
\end{equation*}
$$

or, with $c=T p \log (2 \pi)$,

$$
\begin{equation*}
-2 \log L(\xi, \Omega)=c+T \log |8|+\operatorname{tr}\left\{\Omega^{-1} \sum_{t=1}^{T}\left(X_{t}-\xi\right)\left(X_{t}-\xi\right)^{\prime}\right\} . \tag{A.29}
\end{equation*}
$$

The parameter $\xi$ enters only in the last expression which can be simplified as follows

$$
\begin{align*}
& \operatorname{tr}\left\{\Omega^{-1} \sum_{t=1}^{T}\left(X_{t}-\xi\right)\left(X_{t}-\xi\right)^{\prime}\right\} \\
& =\operatorname{tr}\left\{\Omega^{-1} \sum_{t=1}^{T}\left(X_{t}-\bar{X}\right)\left(X_{t}-\bar{X}\right)^{\prime}\right\}+\operatorname{Ttr}\left\{\Omega^{-1}(\bar{X}-\xi)(\bar{X}-\xi)^{\prime}\right\} . \tag{A.30}
\end{align*}
$$

The last quantity is non-negative and only zero if $\varepsilon \bar{x}$, which shows that the maximum likelihood estimator of $\xi$ is $\bar{x}$. Inserting this and applying the notation $\hat{n}=\tau^{-1} \sum_{t-1}^{T}\left(X_{t}-\bar{x}\right)\left(x_{t}-\bar{x}\right)^{\prime}$ we find

$$
\begin{aligned}
-2 \log L(\xi, \Omega) & \geq-2 \log L(\bar{X}, \Omega) \\
& =c+T \log |\Omega|+\operatorname{Ttr}\left\{\Omega^{-1} \hat{\Omega}\right\} \\
& =c+T \log |\hat{\Omega}|+T\left(\operatorname{tr}\left\{\Omega^{-1} \hat{\Omega}\right\}-\log \left|\Omega^{-1} \hat{\Omega}\right|\right) .
\end{aligned}
$$

By Lemma A. 6 this is minimized by $a=\hat{n}$. This shows that the maximum likelihood estimators are as indicated. Inserting these in the likelihood function we find

$$
-2 \log L(\bar{X}, \hat{\Omega})=c+T \log |\hat{ß}|+p T,
$$

which shows (A.27).

The basic regression problem is solved similarly.
LEmmA A. 16 Let $X_{t}=\beta^{\prime} v_{t}+\varepsilon_{,}, t=1, \ldots, T$, where vare deterministic regressors and $\varepsilon_{\text {, are }}$ independent Gaussian variables with mean zero and variance $\Omega$. The estimates of $\beta$ and $\Omega$ are given by

$$
\begin{aligned}
& \hat{\beta}=\left(\sum_{t=1}^{T} v_{t v v^{\prime} t}\right)^{-1} \sum_{t=1}^{T} v_{t} X^{\prime} t=S_{v v}^{-1} S_{v x} . \\
& \hat{\delta}=T^{-1} \sum_{t=1}^{T} R_{x t} R_{x t}^{\prime}=S_{x x}-S_{x v} v_{v v}^{-1} S_{v x},
\end{aligned}
$$

with

$$
R_{x t}=X_{t}-\hat{\beta}^{\prime} v_{t}=X_{t}-S_{x v} S_{v v}^{-1} v_{t}
$$

Proof The likelihood function is found from (A.28)

$$
\begin{equation*}
-2 \log L(\beta, \Omega)=c+T \log |\Omega|+\operatorname{tr}\left(\Omega^{-1} \sum_{t=1}^{T}\left(X_{t}-\beta^{\prime} v_{t}\right)\left(X_{t}-\beta^{\prime} v_{t}\right)^{\prime}\right) . \tag{A.31}
\end{equation*}
$$

We apply the same trick as in (A.30) and find

$$
\begin{aligned}
& \operatorname{tr}\left\{\Omega^{-1} \sum_{t=1}^{T}\left(X_{t}-\beta^{\prime} v_{t}\right)\left(X_{t}-\beta^{\prime} v_{t}\right)^{\prime}\right\} \\
& =\operatorname{tr}\left\{\Omega^{-1} \sum_{t=1}^{T}\left(X_{t}-\hat{\beta}^{\prime} v_{t}\right)\left(X_{t}-\beta^{\prime} \nu_{t}\right)^{\prime}\right\} \\
& +\operatorname{tr}\left\{\Omega^{-1}(\hat{\beta}-\beta)^{\prime} \sum_{t=1}^{T} v_{t} \nu^{\prime} t(\hat{\beta}-\beta)\right\}
\end{aligned}
$$

The last expression is non-negative and equal to zero only if ${ }_{\beta=\hat{\beta}}$. Thus the maximum likelihood estimator is $\hat{\beta}$, and the estimate of $\Omega$ is found as before.

In regression it is often convenient to perform the estimation in a two-step procedure, and we show here how this is done.

LEmmA A. 17 Let $X_{t}=\alpha^{\prime} u_{t}+\beta^{\prime} v_{t}+\varepsilon_{\text {, }}$ where uand vare deterministic regressors, and $\varepsilon$ are independent Gaussian variables with mean zero and variance $\Omega$. The estimator of $\alpha$ can be calculated in two steps as follows.

1. First regress $X$ and uon vgiving residuals $\mathrm{R}_{\text {a }}$ and $\mathrm{R}_{w}$, that is, correct $X$ and ufor $v_{r}$.
2. The maximum likelihood estimator of $\alpha$ can be found by regressing $R_{o}$ on $R_{m}$.

Proof The likelihood function is found from (A.29) and is given by

$$
\begin{aligned}
& \quad-2 \log L(\alpha, \beta, \Omega) \\
& =c+T \log |\Omega|+\operatorname{tr}\left\{\Omega^{-1} \sum_{t=1}^{T}\left(X_{f}-\alpha^{\prime} u_{f}-\beta^{\prime} v_{f}\right)\left(X_{t}-\alpha^{\prime} u_{f}-\beta^{\prime} v_{f}\right)^{\prime}\right\}
\end{aligned}
$$

Minimizing with respect to $\beta$ gives the equation

$$
\sum_{t=1}^{T}\left(X_{t}-\alpha^{\prime} u_{t}-\beta^{\prime} v_{t}\right) v_{t}^{\prime}=0
$$

or

$$
S_{x v}-\alpha^{\prime} S_{u v}=\hat{\beta} S_{v v} .
$$

Inserting the solution for $\beta$ we find

$$
\begin{aligned}
X_{t}-\alpha^{\prime} u_{t}-\hat{\beta}^{\prime} v_{t} & =X_{t}-\alpha^{\prime} u_{t}-\left(S_{x v}-\alpha^{\prime} S_{u v}\right) S_{v v}^{-1} \nu_{t} \\
& =R_{x t}-\alpha^{\prime} R_{u t}
\end{aligned}
$$

with $R_{H}=X_{t}-S_{m}-S_{n}^{-1} v_{t}$ and $R_{A}=u_{t}-S_{m} w_{n}^{-1} v_{t}$. Thus the concentrated likelihood function is

$$
\begin{equation*}
-2 \log L(\alpha, \beta, 8)=c+T \log |\Omega|+\operatorname{tr}\left\{\Omega^{-1} \sum_{t=1}^{T}\left(R_{x t}-\alpha^{\prime} R_{u t}\right)\left(R_{x t}-\alpha^{\prime} R_{u t}\right)^{\prime}\right\}, \tag{A.32}
\end{equation*}
$$

which shows, see (A.31), that the estimate of $\alpha$ is found by regression of $R_{s}$ on $R_{w}$.

This result is of course closely related to the interpretation of $\alpha$ as the effect of $u_{\text {, on }} X$, corrected for $v$, which is the ceteris paribus assumption usually made in econometrics.

Lemma A. 18 Let

$$
\begin{aligned}
& X_{1 t}=\alpha^{\prime} v_{f}+\alpha^{\prime} 2 u_{f}+\varepsilon_{1 t} \\
& X_{2 t}=\beta^{\prime} u_{f}+\varepsilon_{2 t}
\end{aligned}
$$

where $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ are independent Gaussian variables with mean zero and variance matrix

$$
\Omega=\left[\begin{array}{ll}
\Omega_{11} & \Omega_{12} \\
\Omega_{21} & \Omega_{22}
\end{array}\right]
$$

Here uand vare deterministic regressors. Then

$$
\begin{aligned}
& E\left(X_{1 t} \mid X_{2 f}\right)=\alpha^{\prime}{ }_{1} v_{t}+\left(\alpha^{\prime}{ }_{2}-\Omega_{12} \Omega_{22}^{-1} \beta^{\prime}\right) u_{\mathrm{f}}+\Omega_{12} \Omega_{22}^{-1} X_{2 t}, \\
& \operatorname{Var}\left(X_{1 t} \mid X_{2 f}\right)=\Omega_{11}-\Omega_{12} \Omega_{22}^{-1} \Omega_{21}=\Omega_{112,}, \\
& E\left(X_{2 f}\right)=\beta^{\prime} u_{t}, \\
& \operatorname{Var}\left(X_{2 f}\right)=\Omega_{22} .
\end{aligned}
$$

The parameters $\left(\alpha_{1}^{\prime},\left(\alpha_{2}^{\prime}-\Omega_{12} \Omega_{21}^{-1} \beta\right), \Omega_{12} \Omega_{21}^{-1}, \Omega_{112}\right)$ vary independently of the parameters $\left(\beta, \Omega_{11}\right)$. This shows that estimates of $\alpha$ and $\beta$ can be found as follows

1. Regress $X_{2}$ on uto determinềandiñ .
2. Regress $X_{1,}$ on $v_{0} u_{1}$, and $X_{2}$ giving regression estimates $\hat{a}_{1} \hat{a}_{1}, \hat{a}_{2}$, and $\hat{a}_{112}$.

Proof This follows from the properties of the Gaussian distribution.

The reason that the simple regression solution exists to this problem is that although the two equations do not have the same regressors, it still holds that the regressors for $X_{2 t}$ are a subset of the regressors for $X_{1 r}$. This is the structure that allows a simple solution.

## A. 4 Principal Components and Canonical Correlations

Let again $X$ be Gaussian $N_{p}(\xi, \Omega)$. Let $(\Lambda, V)$ solve the eigenvalue problem

$$
|A I-\Omega|=0,
$$

such that $V^{\prime} \Omega V=\Lambda$. The variables $Y=V X$ are distributed as

$$
N_{p}\left(V^{\prime} \xi, V^{\prime} \Omega V\right)=N_{p}\left(V^{\prime} \xi, A\right)
$$

which shows that the components of $Y$ are independent and that the variance of $Y_{i}$ is $\lambda_{r}$. These linear combinations are called the principal components of $X$. By the results about eigenvectors and eigenvalues they can be characterized as follows.

Let $\mu \in R^{p}$ and consider the function

$$
f(\mu)=\operatorname{Var}\left(\mu^{\prime} X\right) / \mu^{\prime} \mu=\mu^{\prime} \Omega \mu / \mu^{\prime} \mu .
$$

From Lemma A. 7 it follows that the direction $\mu$ which maximizes the variance of $\mu^{\prime} X$ is given by the eigenvector $v_{1}$ and the maximal variance obtainable is $\lambda_{1}$.

Similarly it is seen that the function $f(\mu)$ is maximized among all directions $\mu$ orthogonal to $\nu_{1}$ by the eigenvector $v_{2}$, and that this restricted maximum value is $\lambda_{2}$. To see this note that if $\mu^{\prime} \Omega v_{1}=0$, then $\mu \in s p\left(v_{2}, \ldots, v_{p}\right)$ such that $\mu=\left(v_{2}, \ldots\right.$, $\left.v_{p}\right) \xi$. Then

$$
\begin{aligned}
f(\mu) & =\xi^{\prime}\left(v_{2}, \ldots, v_{p}\right)^{\prime} \Omega\left(v_{2}, \ldots, v_{p}\right) \xi^{\prime} / \xi^{\prime}\left(v_{2}, \ldots, v_{p}\right)^{\prime} \Omega\left(v_{2}, \ldots, v_{p}\right) \xi \\
& =\xi^{\prime} \operatorname{diag}\left(\lambda_{2}, \ldots, \lambda_{p}\right) \xi / \xi^{\prime} \xi
\end{aligned}
$$

which is maximized by $\xi^{\prime}=(1,0, \ldots, 0)$, giving the maximal value $\lambda_{2}$.
Next let $X_{1}$ and $X_{2}$ be $p$-dimensional Gaussian variables with mean zero and variance matrix

$$
\Omega=\left[\begin{array}{ll}
\Omega_{11} & \Omega_{12} \\
\Omega_{21} & \Omega_{22}
\end{array}\right]
$$

We can, as before, find the principal components of $X_{1}$ and $X_{2}$ by solving the eigenvalue problems $\left|\lambda I-\Omega_{11}\right|=0$ and $\left|\lambda I-\Omega_{22}\right|=0$ respectively, but we shall here consider the relations between the variables and consider the function

$$
\rho(\mu, \nu)^{2}=\operatorname{Cor}\left(\mu^{\prime} X_{1}, \nu^{\prime} X_{2}\right)^{2}=\left(\mu^{\prime} \Omega_{12} \nu\right)^{2} /\left(\mu^{\prime} \Omega_{11} \mu\right)\left(\nu^{\prime} \Omega_{22} \nu\right) .
$$

We want to find directions $\mu$ and $\nu$ in which this (squared) correlation is maximal. Lemma A. 9 shows how one can solve this maximization problem, by solving the 'dual' eigenvalue problems

$$
\begin{align*}
& \left|\rho^{2} \Omega_{11}-\Omega_{12} \Omega_{22}^{-1} \Omega_{21}\right|=0,  \tag{A.33}\\
& \left|\rho^{2} \Omega_{22}-\Omega_{21} \Omega_{11}^{-1} \Omega_{12}\right|=0 . \tag{A.34}
\end{align*}
$$

Let the eigenvectors for (A.33) be $V_{1}$ and the eigenvectors for (A.34) be $V_{2}$. The eigenvectors $v_{1 i}$ and $v_{2 i}$ are called the canonical variates, and $\varrho$ is the canonical correlation. Note that if we define new variables $U_{i}=V^{\prime} X_{i}$ then $U_{i}$ is Gaussian $N_{p}(0, I)$, and the covariance is given by

$$
\operatorname{Cov}\left(U_{1}, U_{2}\right)=V^{\prime}{ }_{1} \Omega_{12} V_{2}=\operatorname{diag}\left(\rho_{1}, \ldots, \rho_{p}\right)
$$

## Weak Convergence of Probability Measures on R . and $\mathrm{C}[0,1]$

The purpose of this appendix is to explain the concept of weak convergence on $C[0,1]$, the space of continuous functions on the unit interval $[0,1]$, and hence explain what is behind the formulae involving Brownian motion, which appear in the discussion of the limit distributions in cointegration theory. The principal reference is Billingsley (1968).
The main conclusion is that apart from weak convergence of finite-dimensional distributions, which can be proved by applying the central limit theorem on $R^{p}$, we need to be able to bound the oscillations of the stochastic process. Hence apart from some general arguments involving compactness, separability, and other notions from functional analysis we need to make a genuine probabilistic argument in order to prove an inequality for the maximal fluctuation of the stochastic process in question.
Once weak convergence is understood, we can use it for two purposes, first to show the existence of stochastic processes on $C[0,1]$ like Brownian motion, and next to find distributions of suitable functionals of Brownian motion. The continuous mapping theorem immediately gives the limit distribution of functionals that are continuous on $C[0$, 1], and Donsker's invariance principle then shows that we can calculate limit distributions by choosing a suitable measure that converges weakly. This is also what is used for simulating the limit distributions. In many ways a more convenient tool is convergence on $D[0,1]$, that is, the space of functions that are right continuous and have left limits. It is, however, a bit more complicated to explain, so we focus on $C[0,1]$, even though some of the results are more naturally formulated for $D[0,1]$.

## B. 1 Weak Convergence on $\mathrm{R}^{\text {. }}$

It will be assumed that the reader is familiar with the notion of weak convergence on $R$ and $R^{p}$, and that the central limit theorem is well known, but for the sake of completeness let us just state the basic definitions and results in the following form:

Let $P$ and $P_{n}, n=1,2, \ldots$ be probability measures on the Borel sets of ${ }^{p}$.

Definition B. 1 The sequence $P_{n}$ converges weakly to $P$ if

$$
\int f d P_{n} \rightarrow \int f d P_{n} \rightarrow \infty,
$$

for all bounded real valued continuous functions on $R$.
This definition is easy to formulate but is difficult to work with in specific examples, and it is convenient to have criteria for convergence which do not involve so many functions. It is enough to consider functions that are not only continuous, but also continuously differentiable with a bounded derivative. It is also enough to consider the special functions

$$
f(x)=e^{i f^{\prime} x}, t \in R^{p} .
$$

This gives rise to a discussion of the characteristic function. If instead of the continuous functions we consider functions of the form

$$
f(x)=I\left\{x_{1} \leq a_{1}, \ldots, x_{p} \leq a_{p}\right\},
$$

we get the well-known definition of weak convergence that states that we have weak convergence if the distribution functions converge in points of continuity for the limit distribution. All these results are proved by showing that the particular class of functions, that we restrict attention to, can be used to approximate continuous functions. All definitions and results about weak convergence of probability measures can be given an equivalent formulation in terms of random variables. Thus the basic definition of weak convergence can be formulated as follows.
The sequence of $p$-dimensional random variables $X_{n}$ converge weakly with $P$ as their limit distribution if the distribution $P_{n}$ of $X_{n}$ converges weakly towards $P$. Convergence in probability of $X_{n}$ to $X$ requires that both variables are defined on the same probability space and is defined by $P\left|X_{n}-X\right| \geq \delta^{R} \rightarrow 0, n \rightarrow \infty$ for all $\delta>0$.
The basic result that we need in all asymptotic analysis is the central limit theorem which in a simple form states
THEOREM B. 2 (The central limit theorem.) Let X, be a sequence of independent identically distributed p-dimensional random variables with mean $\xi$ and variance $\sum$, and let $S_{n}=X_{1}+\cdots+X_{n,}$, then

$$
n^{--}\left(S_{n}-n \xi\right) \xrightarrow{w} N_{p}\left(0, \sum\right), n \rightarrow \infty .
$$

The central limit theorem for martingales generalizes this result to hold for a much larger class of random variables allowing different distributions and dependence between the variables, and we give this below.

Let $X_{T}, t=1, \ldots, T$ and $T=1,2, \ldots$ be an array of vector valued stochastic variables. Let $r_{T}$, be an array of $\sigma$-fields such that $F_{T,-1} \subset F_{T}$, and such that $X_{T,}$ is measurable with respect to $r_{T}$.

Theorem B. 3 Under the assumptions that

$$
\begin{gather*}
E\left(X_{T: t} \mid F_{T: t-1}\right)=0, \\
\sum_{t=1}^{T} E\left(\left.\left|X_{T: t}\right|\right|^{2}\left\{\left|X_{T: t}\right|>6\right\} \mid F_{T:-1}\right) \xrightarrow{P} 0, \text { forall }>0,  \tag{B.1}\\
\sum_{t=1}^{T} \operatorname{Var}\left(X_{T: t} \mid F_{T: t-1}\right) \xrightarrow{P} l, \tag{B.2}
\end{gather*}
$$

it holds that $S_{T}=\sum_{T=1}^{\tau} x_{T H}{ }^{\ddot{ } \rightarrow N(0, \lambda)}$.
The first condition states that the finite sequence $X_{T I,}, \ldots, X_{T T}$ is a martingale difference sequence with respect to the increasing sequence of $\sigma$-fields $F_{T 1, \ldots, F_{T J} .}$. The second condition is the analogue of the classical Lindeberg condition, which can be replaced by

$$
\sum_{t=1}^{T} E\left|X_{T, t}\right|^{3} \rightarrow 0 .
$$

The last condition requires that we have normalized the variables properly. This version of the central limit theorem is taken from Helland (1982), see also Hall and Heyde (1980).

## B. 2 Weak Convergence on $C[0,1]$

We now turn to weak convergence for measures defined on the space of continuous functions on the unit interval: $C[0,1]$. The basic stochastic process, Brownian motion, is defined as follows:

Definition B. 4 The Brownian motion $W(t), t \in[0,1]$ with variance $\Omega$ is defined as a stochastic process with the following properties

$$
\begin{gather*}
W(0)=0 . \\
W(t) \text { is } N_{p}(0, t \Omega) . \tag{B.4}
\end{gather*}
$$

The process has independent increments.

The process is continuous as a function of $t$.

If $\Omega=$ I the process is called standard Brownian motion.
If $W$ is a Brownian motion defined on some probability space we can find the distribution of the process by mapping the probability measure into the space $C[0,1]$ by the mapping

$$
\omega \rightarrow W(\cdot)
$$

That is, to each $\omega$ we consider the sample path $t \rightarrow W(t)$ which by definition is a continuous function. For this to make sense one must of course first define a $\sigma$-field on $C[0,1]$. We therefore define the $\sigma$-field $C$ generated by the open balls

$$
B\left(x_{0}, \delta\right)=\left\{x \in C[0,1]: \sup _{f}\left|x(t)-x_{0}(t)\right|<\delta\right\} .
$$

Here $B\left(x_{0}, \delta\right)$ is the ball around the function $x_{0}$ with radius $\delta$, that is, the set of all functions which deviate less than $\delta$ from the given function $x_{0}$, or in other words, all functions lying in a $2 \delta$ band around the function $x_{0}$. Thus we consider the uniform norm on $C[0,1]$.

On $C[0,1]$ there is also a notion of convergence that is important

$$
x_{n} \rightarrow x \underset{t}{\text { ifsup }}\left|x_{n}(t)-x(t)\right| \rightarrow 0, n \rightarrow \infty,
$$

that is, convergence of a sequence of functions $x_{n}$ means uniform convergence on the unit interval.
Various functionals defined on $C[0,1]$ are continuous with respect to this notion of convergence. Consider for instance the evaluation functional $L$, which to any function $x$ associates the value of $x$ at the point $s$, that is

$$
L_{s}(x)=x(s)
$$

It is clear that if $x_{n} \rightarrow x$ (uniformly) then it also converges at any given point, and hence that $L$, is continuous and hence measurable with respect to the $\sigma$-field $C$. This shows that sets of the form

$$
\left\{x: x\left(s_{i}\right) \leq a_{i, i}=1, \ldots, n\right\},
$$

are measurable, and hence that we can discuss the distribution of the process at a finite number of points, the so-called finite-dimensional distributions.

Another continuous function that will be considered is the functional

$$
x \rightarrow \int_{0}^{1} x(t) d t,
$$

which to any continuous function associates the integral of the function. To see that this is continuous, let $x_{n} \rightarrow x$, and evaluate

$$
\left|\int_{0}^{1}\left(x_{n}(t)-x(t)\right) d t\right| \leq \int_{0}^{1}\left|x_{n}(t)-x(t)\right| d t \leq \sup _{t}\left|x_{n}(t)-x(t)\right| .
$$

Since convergence of $x_{n}$ to $x$ is defined such that $x_{n}$ converges uniformly to $x$, we see that also the integrals converge. The functional $x \rightarrow \int_{0^{2} x(u)^{2} d u} d x$
is also continuous by the above since the mapping from $C[0,1]$ to $C[0,1]: x \rightarrow x^{2}$ is continuous. Consider finally the functional from $C[0,1]$ to $C[0,1]$ defined by

$$
L(x)(t)=\int_{0}^{t} x(u) d u .
$$

This is also continuous, since

$$
\sup _{t}|L(x)(t)-L(y)(t)| \leq \sup _{t}|x(t)-y(t)| .
$$

The definition of weak convergence on $C[0,1]$ is then given by Definition B.1, which has to hold for all bounded real continuous functionals defined on $C[0,1]$.

Theorem B. 5 (The continuous mapping theorem) If $x_{n}{ }^{*} \rightarrow x$ on $C[0,1]$, and if $L$ is any continuous functional on $C[0,1]$ with values in Rof $C[0,1]$, then $L\left(X_{n}\right) \rightarrow L(X)$.
PROOF This is one of the results where the definition used for weak convergence is easily applied, since what we want to prove is that for any bounded continuous function $f: R^{p} \rightarrow \mathrm{R}$, or $C[0,1] \rightarrow \mathrm{R}$ it holds that

$$
E\left(f\left(L\left(X_{n}\right)\right)\right) \rightarrow E(f(L(X)))
$$

This is obvious since the mapping

$$
x \rightarrow f(L(x))
$$

is a composition of continuous mappings and hence continuous, and bounded because $f$ is bounded.

Corollary B. 6 If $x_{n}{ }^{*} \rightarrow x$ then also $\int_{0} x_{n}(2) d{ }^{*}=\int_{0}^{2} x(t) d t$ on R and

$$
\int_{0} X_{n}(t) d t \xrightarrow{w} \int_{0} X(t) d t o n C[0,1] .
$$

Proof This follows since the mappings $x \rightarrow \int_{0^{2}(t) d t}^{1}$ and $x \rightarrow \int_{0^{x}(u) d u}$ are continuous.

Corollary B. 7 I $x_{n}{ }^{"} \rightarrow x$, then also the finite-dimensional distributions converge.
Proof This follows since the mappings

$$
x \rightarrow\left(x\left(s_{1}\right), x\left(s_{2}\right), \ldots, x\left(s_{k}\right)\right)
$$

of $C[0,1]$ into $\mathrm{R}^{k}$ are continuous.

Thus if we have weak convergence to, for instance, Brownian motion, we can immediately get weak convergence of a number of interesting functionals like the integral, which is the one we need.

## B. 3 Construction of Measures on $C[0,1]$

How then do we construct measures on the space $C[0,1]$, and how can we prove weak convergence? There is a simple way of constructing a sequence of measures on $C[0,1]$ which will now be discussed.

Consider the random variables $Y_{1}, \ldots, Y_{n}$ with values in R. We form the partial sums $S_{n}=Y_{1}+\cdots+Y_{n}$ and construct the continuous random function $X_{n}(t)$ by the definition

$$
\begin{equation*}
X_{n}(t)=n^{-} S_{[n t]}+n^{-}(n t-[n t]) Y_{[n t]+1} . \tag{B.8}
\end{equation*}
$$

Note that if $n t=k, k$ an integer, then

$$
X_{n}(t)=n^{-} S_{k}
$$

The continuous function $t \rightarrow X_{n}(t)$ interpolates linearly between the values at the points $k / n$. Thus $X_{n}(t)$ is a continuous function which is 0 at $t=0$. The mapping from the probability space of the random variables $X_{n}$ into $C[0,1]$ given by (B.8) induces a probability measure $P_{n}$ on $C[0,1]$. One should of course check that this mapping is measurable. Thus we can construct measures on $C[0,1]$ which have all their mass on some rather simple functions, namely the piecewise linear functions. As $n \rightarrow \infty$ these functions become very jagged, and under suitable conditions on the random variables one can show that $P_{n}$ converges weakly. In this way one can actually construct the Brownian motion as a limit of random walks.

Let us therefore start by assuming that $Y_{\text {" }}$ is a sequence of independent identically distributed binary variables taking the values 1 and -1 with equal probability, such that $S_{n}$ is a random walk. Note that $E\left(Y_{n}\right)=0$, and $\operatorname{Var}\left(Y_{n}\right)=1$, and denote the probability measure on $R^{n}$ induced by $Y_{1}, \ldots, Y_{n}$ by $Q_{n}$.

From the central limits theorem it follows that for any fixed $t$, the limit distribution of $X_{n}(t)$ is Gaussian with mean zero and variance $t$. This is seen since

$$
n^{--} S_{[n t]} \xrightarrow{w} N(0, t),
$$

and the extra term from the expression for $X_{n}(t)$, see (B.8), is bounded in norm by

$$
\begin{equation*}
n^{-} \operatorname{maxax}_{k \leq n}\left|Y_{k}\right|, \tag{B.9}
\end{equation*}
$$

which tends to zero in probability by Chebychev's inequality:

$$
\begin{aligned}
Q_{n}\left\{n^{-} \max _{k \leq n}\left|Y_{k}\right| \geq 6\right\} & \leq n Q_{n}\left\{n^{-}-\left|Y_{1}\right| \geq \delta\right\} \\
& \leq \sigma^{-2} E Y_{1}^{2} I\left\{n^{-}\left|Y_{1}\right| \geq \delta\right\} \longrightarrow
\end{aligned}
$$

Similarly we can see that for any finite number of points $t_{1}, \ldots, t_{k}$ the joint distribution of $X_{n}\left(t_{1}\right), \ldots, X_{n}\left(t_{k}\right)$ converges to the joint distribution derived from standard Brownian motion. This joint distribution is most easily expressed by saying that the increments are independent and Gaussian with a variance equal to the length of the time interval.
We saw above that if there is weak convergence we must necessarily have that the finite-dimensional distributions converge, but unfortunately this condition is not enough to ensure weak convergence, and this chapter is an attempt to explain the nature of the extra argument that is needed to prove weak convergence.

## B. 4 Tightness and Prohorov's Theorem

In order to discuss this we must define and discuss the notion of tightness of a family of probability measures.
On $\mathrm{R}^{\rho}$ it is well known that for any probability measure $P$ it holds that for all $\delta>0$ there exists a compact set

$$
[-a, a]=\left\{x \in R^{p}\left|x_{i}\right| \leq a_{i}, i=1, \ldots, p\right\},
$$

such that $P[-a, a] \geq 1-\delta$.
Similarly for any sequence of probability measures that converges weakly on $R^{p}$ there exists a compact set $[-a, a]$ such that for all $n$ it holds that $P_{n}[-a, a] \geq 1-\varepsilon$. The general definition on $C[0,1]$ is
DEFINITION B. 8 A family of probability measuresron $C[0,1]$ is called tight if for all $\delta>0$ there exists a compact set $K$ for which

$$
P(K) \geq 1-\delta, \text { forall } P \in P .
$$

Informally one can say that if there is weak convergence the probability mass cannot 'escape to infinity', and it is this property that is called tightness. This property is what is needed apart from the convergence of the finite-dimensional distributions to ensure weak convergence on function spaces.

We now formulate Prohorov's theorem for $C[0,1]$
Theorem B. 9 (Prohorov's theorem.) Letrbe the family of probability measures on $C[0,1]$. Thenris tight if and only if any sequence inthas a convergent subsequence.

In order to apply this result to the random walk considered above, assume for a moment that we have proved that the sequence of probability measures $P_{n}$ induced by the functions $X_{n}(t)$ given in (B.8) were indeed tight. Then we could extract a convergent subsequence $P_{(m, r)}$, say. Let the limit probability measure be denoted $P_{\infty}$, such that ${ }_{P_{(r)} \rightarrow{ }^{\circ} \rightarrow P_{\infty} \text {. Since weak }}$ convergence implies that finite-dimensional distributions converge we must have that $P_{\infty}$ has the finite-dimensional distribution of the standard Brownian motion. It is not difficult to see that two probability measures are equal if they have the same finite-dimensional distributions. The basic argument behind this is that we can approximate the ball $B\left(x_{0}, \delta\right)$ by the finite dimensional sets

$$
\left\{x \in C[0,1]\left|\left|x(i / n)-x_{0}(i / n)\right| \leq \delta, i=0,1, \ldots, n\right\} .\right.
$$

Thus the finite dimensional sets are a determining class since they determine the probability measure uniquely, but not a convergence-determining class since an extra condition is needed to ensure convergence. It follows that $P_{\infty}$ is standard Brownian motion, and since the limit is the same for any convergent subsequence the sequence itself must be convergent to standard Brownian motion. Note that the result actually defines the Brownian motion as the process on $C[0,1]$ with finite-dimensional distributions as defined by the properties (B.4), (B.5), (B.6), and (B.7). Thus if we can prove that $P_{n}$ is tight then we can use Prohorov's theorem to show the existence of Brownian motion. The following quote is from Billingsley (1968:20).

The finite-dimensional sets are thus a determining class in $C[0,1]$ but not a convergence-determining class. The difficulty, interest, and usefulness of weak convergence in $C[0,1]$ all spring from the fact that it involves considerations going beyond those of finite-dimensional sets.

The proof of Prohorov's theorem involves general arguments from topology and functional analysis, and will not be discussed here. The main importance is to link the notion of weak convergence of probability measures with the notion of compactness in the space $C[0,1]$. This raises the important issue what such sets look like. For a function in $C[0,1]$ we define the modulus of continuity as follows

$$
w_{x}(\delta)=\sup _{|-t|<\delta}|x(s)-x(t)| .
$$

 for $\delta \rightarrow 0$.

Theorem B. 10 (Areéla-Ascoli) The set $A$ in $C[0,1]$ has compact closure if

$$
\sup _{x \& A}|x(0)|<\infty, \text { and } \sup _{x \in A} w_{x}(\delta) \rightarrow 0 \text { for } \delta \rightarrow 0 .
$$

Thus a compact subset of $C[0,1]$ is a closed set of functions which is equi-continuous.

## B. 5 Construction of Brownian Motion

We can now give the basic theorem that can be applied to prove tightness of a sequence of probability measures for the situations that we consider.

THEOREM B. 11 The sequence $P_{,}$is tight if the following two conditions are satisfied:
For each positive $\eta$, there exists an a such that

$$
P_{n}\{x:|x(0)| \geq a\} \leq \eta, n \geq 1
$$

For each positive $\varepsilon$ and $\eta$, there exists a $\delta$, with $0<\delta<1$ and an integer $n_{0}$ such that

$$
\begin{equation*}
\delta^{-1} P_{n}\left\{x: \sup _{t \leq \leq \leq t+\delta}|x(s)-x(t)| \geq \varepsilon\right\} \leq \eta, \tag{B.10}
\end{equation*}
$$

for all $0 \leq t \leq 1-\delta$ and all $n \geq n_{0}$.
The reason for giving this theorem and the story behind it is to see that the type of condition that is needed to prove weak convergence is a condition that bounds the local oscillation of the stochastic process, and it is useful to collect the important inequalities in probability that allow one to evaluate the fluctuations of stochastic processes, like the maximal ergodic lemma, the martingale inequality, Kolmogorov's inequality etc., see Billingsley (1979). In the present context we need to show that a suitable compact set has large measure. For the space $C[0,1]$ the compact sets are defined by the property that the modulus of continuity should be uniformly small, and condition (B.10) above shows that if the stochastic process allows a suitable bound upon its fluctuations as measured by the modulus of continuity, then the probability measures are tight and allow weak convergence.
As an example of the type of calculation that is needed to prove (B.10) consider the random walk $S_{n}$ and the continuous process $X_{n}(t)$ defined in (B.8). Let $Q_{n}$ denote the probability on the space where $Y_{1}, \ldots, Y_{n}$ are defined and let $P_{n}$ denote the distribution of $X_{n}(\cdot)$ on $C[0,1]$.

In order to show that for the random walk $S_{n}$ condition (B.10) is satisfied we note that

$$
\left\{\sup t \leq s \leq t+\delta\left|X_{n}(t)-X_{n}(s)\right| \geq \varepsilon\right\},
$$

for large values of $n$, is roughly the same as

$$
\left\{\max _{1 \leq k \leq[n \delta]}\left|S_{k}\right| \geq \varepsilon n\right\}
$$

The probability of this can be evaluated by

$$
2 Q_{n}\left\{\max _{1 \leq h \leq[n 0]} S_{k} \geq \varepsilon n\right\}
$$

In order to bound this we apply the basic reflection principle, see Feller (1971), to the symmetric random walk and find for $x \leq a$

$$
\ell_{m}\left\{\max _{1 \leq x \leq m} S_{k} \geq a, S_{m}=x\right\}=\ell_{m}\left\{S_{m}=2 a-x\right\},
$$

such that

$$
\begin{aligned}
& Q_{m}\left\{\max _{1 \leq k \leq m} S_{k} \geq a\right\} \\
& =\sum_{x=-m}^{a-1} Q_{m}\left\{\max _{\left.1 \leq k \leq m S_{k} \geq a, S_{m}=x\right\}}+Q_{m}\left\{S_{m} \geq a\right\}\right. \\
& =\sum_{x=-m}^{a-1} Q_{m}\left\{S_{m}=2 a-x\right\}+Q_{m}\left\{S_{m} \geq a\right\} \leq 2 Q_{m}\left\{S_{m} \geq a\right\} .
\end{aligned}
$$

Hence we can evaluate for $\varepsilon>0$

$$
Q_{n}\left(\max _{1 \leq k \leq[n]} S_{k} \geq n^{\circ}\right) \leq 2 Q_{n}\left\{S_{[n 0]} \geq \varepsilon n^{\prime}\right\} .
$$

By the central limit theorem this can be approximated by the tail of a Gaussian distribution $2\left(1-\phi\left(\epsilon^{-}\right)\right)$which by Chebychev's inequality for the fourth moment is bounded by $6 \delta^{2} \varepsilon^{-4}$, hence

$$
\delta^{-1} Q_{n}\left\{\max _{1 \leq k \leq[n f]^{2}} S_{k} \geq \varepsilon n^{\prime}\right\} \leq 2 \delta^{-1}\left[Q_{n}\left\{S_{[n \sigma]} \geq \varepsilon n^{\prime}\right)-\left(1-\Phi\left(\varepsilon \delta^{-}\right)\right]+6 \delta \varepsilon^{-4} .\right.
$$

This shows that for any $\varepsilon$ and $\eta$ we can choose a $\delta$ such that condition (B.10) is satisfied for $n$ sufficiently large and hence that the process $X_{n}$ is tight.

This completes our 'proof' that the measures $P_{n}$ constructed on $C[0,1]$ from the random walks converge weakly to Brownian motion. Using Prohorov's theorem we have actually proved the existence of Brownian motion.

## B. 6 Stochastic Integrals with Respect to Brownian Motion

If $F$ is a distribution function on $[0,1]$ and $f$ is a continuous bounded function, we define the integral of $f$ with respect to $F$ by the limit

$$
\int_{0}^{1} f(u) d F(u)=\lim \sum_{i=0}^{n-1} f\left(u_{i}\right)\left(F\left(u_{i+1}\right)-F\left(u_{i}\right)\right),
$$

where the limit is taken over all partitions of the unit interval

$$
0=u_{0}<u_{1}<\ldots<u_{n}=1
$$

as $\max _{0} \leq i \leq n-1\left|u_{i+1}-u_{i}\right| \rightarrow 0$.
This defines the Riemann-Stieltjes integral. We can replace $F$ by a function of bounded variation, that is, a function for which

$$
\sum_{i=0}^{n-1}\left|F\left(u_{i}+1\right)-F\left(u_{i}\right)\right| \leq c<\infty \quad \text { for all partitions. }
$$

If we replace $F$ by Brownian motion then in order for the limit to make sense we need another definition of the limit since Brownian motion does not have bounded variation.

Let therefore $X(u)$ be a stochastic process with continuous sample paths and $W(u)$ Brownian motion. Assume that they are both measurable with respect to an increasing family of $\sigma$-fields $\kappa_{w} u \in[0,1]$.

We then define the stochastic integral $\rho_{1} x(d m)$ as the $L_{2}$ limit of

$$
\begin{equation*}
\sum_{i=0}^{n-1} X\left(u_{i}\right)\left(W\left(u_{i}+1\right)-W\left(u_{i}\right)\right) \tag{B.11}
\end{equation*}
$$

where the limit is taken over all partitions as $\max _{0 \leq k n-1}\left|u_{i+1}-u_{i}\right| \rightarrow 0$.
Thus it is part of the definition that

$$
\operatorname{Var}\left[\int_{0}^{1} X(d W)^{\prime}-\sum_{i=0}^{n-1} X\left(u_{i}\right)\left(W\left(u_{i+1}\right)-W\left(u_{i}\right)\right] \rightarrow 0\right.
$$

The existence of this limit is not at all obvious and requires a detailed study, see Karatzas and Shreve (1988). If $F$ has bounded variation, then it holds that

$$
\int_{0}^{1} F(d W)=F(1) W(1)-\int_{0}^{1} W(u) d F(u)
$$

such that in this special case the stochastic integral can be calculated as a Lebesgue-Stieltjes integral. Note that

$$
\sum_{i=0}^{n-1} F\left(t_{i}\right)\left(W\left(t_{i}+1-W\left(t_{i}\right)\right)\right.
$$

is distributed as

$$
N\left(0, \sum_{i=0}^{n-1} F\left(t_{i}\right)^{2}\left(t_{i+1}-t_{i}\right) \sigma^{2}\right)
$$

which converges weakly to

$$
N\left(0, \int_{0}^{1} F(u)^{2} d u \sigma^{2}\right) .
$$

Hence $\int_{i}^{P}(d W)$ is distributed as $N\left(0.0 \int_{1}^{P} P_{\left.(u)^{2} d u v^{2}\right)}^{2}\right.$. The main application of the theory of stochastic integrals is in stochastic calculus, but this is not what we need it for. What we need to observe is that various product moments like (B.11) converge, and we apply this fact to express various limit distributions in terms of stochastic integrals.
Once these expressions are found the distribution is simulated using expressions similar to (B.11) for a sufficiently fine partition.

## B. 7 Some Useful Results for Linear Processes

We summarize some useful results about sums and product moments for multivariate i.i.d. processes $\varepsilon$, with mean zero and variance matrix $\Omega$, and apply them to linear processes.

THEOREM B. 12 For a sequence of $p$-dimensional independent identically distributed variables with mean zero and variance $\Omega$ it holds that

$$
\begin{gather*}
T^{--} \sum_{i=1}^{[T u]]} \varepsilon_{i} \xrightarrow{w} W(u),  \tag{B.12}\\
T^{-2} \sum_{t=1}^{T}\left(\sum_{i=1}^{t} \varepsilon_{i}\right)\left(\sum_{i=1}^{t} \varepsilon_{i}\right)^{w} \xrightarrow{w} \int_{0}^{1} W(u) W(u)^{\prime} d u,  \tag{B.13}\\
T^{-1} \sum_{t=1}^{T}\left(\sum_{i=1}^{t-1} \varepsilon_{i}\right) \varepsilon^{\prime} \varepsilon_{t}^{w} \int_{0}^{1} W(d W)^{\prime} \tag{B.14}
\end{gather*}
$$

If $F_{T}(t)$ is a sequence of deterministic functions defined for $t=1, \ldots, T$, which converge to a function $F$ defined on [0, 1], such that $F_{T}([T u]) \rightarrow F(u)$, then

$$
\begin{gather*}
T_{t=1}^{-} \sum_{t=1}^{T} \varepsilon_{F} F_{T}(t)^{\prime} \xrightarrow{w} \int_{0}^{1}(d W) F^{\prime}=W(1) F(1)^{\prime}-\int_{0}^{1} W(u) d F(u)^{\prime}  \tag{B.15}\\
T^{-3 / 2} \sum_{t=1}^{T} \sum_{i=1}^{t} \varepsilon_{i} F_{T}(t)^{\prime} \xrightarrow{w} \int_{0}^{1} W(u) F(u)^{\prime} d u . \tag{B.16}
\end{gather*}
$$

The result (B.12) is Donsker's invariance principle for convergence in the space $C[0,1]$ (or $D[0,1]$ ), see Billingsley (1968), and the second follows
from the continuous mapping theorem applied to the continuous functional $\left.x \rightarrow f_{x} p_{(\omega)}(4)\right)^{\prime} d x$. The result (B.14) and (B.15) are proved in the paper by Chan and Wei (1988) applying the Skorohod representation that replaces weak convergence by almost sure convergence. Finally (B.16) can be proved like (B.13) by applying the joint weak convergence of the

In the analysis of the autoregressive model we meet many processes generated by linear combinations of the $\varepsilon$ and we need the results from Theorem B. 12 for such linear processes, see Phillips and Solo (1992). We therefore define the linear processes

$$
U_{t}=\sum_{i=0}^{\infty} \vartheta_{i} \varepsilon_{t-i}, V_{t}=\sum_{i=0}^{\infty} \psi_{i} \varepsilon_{t-i},
$$

where we assume that the coefficients $\vartheta_{i}$ and $\psi_{i}$ decrease exponentially fast such that ${ }_{\vartheta(z)}=\sum_{i=0}^{\infty} \theta_{i}^{\prime}$ and $\psi_{(z)}=\sum_{i=0}^{\infty} \psi_{i}^{t}$ are convergent for $|₹| \leq 1+\delta$ for some $\delta>0$. This guarantees the existence of the processes $U_{t}$ and $V$, in the sense of almost sure convergence and gives the formula

$$
\gamma_{u v}(h)=\operatorname{Cov}\left(U_{t}, V_{t+h}\right)=\sum_{i=0}^{\infty} \vartheta_{i} \Omega \psi_{i+h}^{\prime} .
$$

Theorem B. 13 Under the above assumptions on the processes U and Vit holds that

$$
\begin{align*}
& T^{--} \max _{1 \leq t \leq T}\left|U_{f}\right| \xrightarrow{P} 0,  \tag{B.17}\\
& T^{-} \cdot \sum_{t=1}^{[T u]}\left[\begin{array}{l}
U_{t} \\
V_{t}
\end{array}\right] \rightarrow \quad w \quad\left[\begin{array}{l}
\vartheta(1) \\
\psi(1)
\end{array}\right] W(u), \tag{B.18}
\end{align*}
$$

where $W(u)$ is Brownian motion. Further we have

$$
\begin{gather*}
T^{-2} \sum_{t=1}^{T}\left(\sum_{i=1}^{t} U_{i}\right)\left(\sum_{i=1}^{t} V_{i}\right)^{\prime} \rightarrow \vartheta(1) \int_{0}^{1} W(u) W(u)^{\prime} d u \psi(1)^{\prime},  \tag{B.19}\\
T^{-1} \sum_{t=1}^{T}\left(\sum_{i=1}^{t-1} U_{i}\right) V_{t}^{\prime} \xrightarrow{w} \vartheta(1) \int_{0}^{1} W(d W)^{\prime} \psi(1)^{\prime}+\sum_{h=1}^{\infty} \gamma_{u v}(h)  \tag{B.20}\\
T^{-} \sum_{t=1}^{T} \varepsilon_{i} V^{\prime} t+1 \xrightarrow{w} N\left(0, \Omega \otimes \psi(1) \unrhd \psi(1)^{\prime}\right) . \tag{B.21}
\end{gather*}
$$

If $F_{T}([T u])$ is a sequence of deterministic functions that converges to a function $F(u)$ then

$$
\begin{equation*}
T^{-3 / 2} \sum_{t=1}^{T}\left(\sum_{i=1}^{t} U_{i}\right) F_{T}(t)^{\prime} \xrightarrow{w} \mathfrak{v}(1) \int_{0}^{1} W(u) F(u)^{\prime} d u, \tag{B.22}
\end{equation*}
$$

and

$$
\begin{equation*}
T^{-} \sum_{t=1}^{T} U_{t} F_{T}(t)^{\prime} \xrightarrow{w} \vartheta(1) \int_{0}^{1}(d W) F^{\prime}=\vartheta(1)\left[W(1) F(1)^{\prime}-\int_{0}^{1} W(u) d F(u)^{\prime}\right] . \tag{B.23}
\end{equation*}
$$

Proof The result (B.17) follows from the inequality

$$
\begin{aligned}
P\left\{\operatorname{maxa}_{1 \leq t \leq T}\left|U_{t}\right| \geq \varepsilon T^{\top}\right\} & \left.\leq \sum_{t=1}^{T} P^{P}\left|U_{t}\right| \geq \varepsilon T^{\top}\right\} \\
& \leq \varepsilon^{-2} E\left|U_{1}\right|^{2} 1\left\{\left|U_{1}\right| \geq \varepsilon T^{\top}\right\} \longrightarrow
\end{aligned}
$$

This result shows that the continuous process we find by interpolating linearly between the values of $\tau^{-} v$, converges in probability, and hence weakly, to zero on $C[0,1]$.
The proof of the remaining relations consists in reducing the results to the corresponding results given for i.i.d. variables in Theorem B.12. We expand the function $\vartheta(\vartheta)$ at the point $z=1$, see Lemma 4.1, and find

$$
\vartheta(z)=\vartheta(1)+(1-z) \vartheta^{*}(z),
$$

where for $z \neq 1$ and $|z-1|<\delta$ we have the expansion

$$
\vartheta^{*}(z)=(\vartheta(z)-\vartheta(1)) /(1-z)=-\sum_{i=0}^{\infty} z^{i}\left(\sum_{j=i+1}^{\infty} \vartheta_{j}\right)=-\sum_{i=0}^{\infty} z^{i} \vartheta_{i}^{*} .
$$

This gives the representations

$$
U_{t}=\vartheta(1) \varepsilon_{t}+\Delta U_{t}^{*}, V_{t}=\psi(1) \varepsilon_{t}+\Delta V_{t}^{*},
$$

where

$$
U_{t}^{*}=\sum_{i=0}^{\infty} v_{i}^{*} \varepsilon_{t-i}, V_{t}^{*}=\sum_{i=0}^{\infty} \psi_{i}^{*} s_{t-i},
$$

such that

$$
\begin{equation*}
\sum_{i=1}^{t} U_{i}=\vartheta(1) \sum_{i=1}^{t} \varepsilon_{i}+U_{t}^{*}-U_{0}^{*} \tag{B.24}
\end{equation*}
$$

Normalizing by $\tau^{--}$we find from (B.17) that (B.18) follows from (B.12). The continuous mapping theorem applied to


We next insert (B.24) and a similar expression for $V$, into (B.20) and get

$$
\begin{aligned}
& T^{-1} \sum_{t=1}^{T}\left(\sum_{i=1}^{t-1} U_{i}\right) V_{t}^{\prime} \\
& =T^{-1} \sum_{t=1}^{T}\left(\vartheta(1) \sum_{i=1}^{t-1} \varepsilon_{i}+U_{t-1}^{*}-U_{0}^{*}\right)\left(\psi(1) \varepsilon_{t}+\Delta V_{t}^{*}\right)^{\prime} \\
& =\vartheta(1)\left(T^{-1} \sum_{t=1}^{T} \sum_{i=1}^{t-1} \varepsilon_{i} \varepsilon_{t} t\right) \psi(1)^{\prime}+\vartheta(1) T^{-1} \sum_{t=1}^{T}\left(\sum_{i=1}^{t-1} \varepsilon_{i}\right) \Delta V_{t}^{*} \\
& +T^{-1} \sum_{t=1}^{T}\left(U_{t-1}^{*}-U_{0}^{*}\right) V_{t}^{\prime}
\end{aligned}
$$

From (B.14) it follows that the first term converges towards

$$
\vartheta(1) \int_{0}^{1} W(d W)^{\prime} \psi(1)^{\prime},
$$

and we next find the limit of the remaining terms. From the partial summation

$$
\sum_{t=1}^{T}\left(\sum_{i=1}^{t-1} \varepsilon_{i}\right) \Delta V_{t}^{* \prime}=\left(\sum_{t=1}^{T} \varepsilon_{t}\right) V_{T}^{*}-\sum_{t=1}^{T} \varepsilon_{t} V_{t}^{*}
$$

we find by dividing by $T$ that the law of large numbers implies

$$
\vartheta(1) T^{-1} \sum_{t=1}^{T}\left(\sum_{i=1}^{t-1} \varepsilon_{i}\right) \Delta V_{t}^{*} \xrightarrow{P}-\vartheta(1) E\left(\varepsilon_{t} V_{t}^{*}\right)=\left(\sum_{i=0}^{\infty} \vartheta_{i}\right) \Omega\left(\sum_{i=1}^{\infty} \psi_{i}^{\prime}\right) .
$$

Finally the third term gives the limit

$$
T^{-1} \sum_{t=1}^{T}\left(U_{t-1}^{*}-U_{0}^{*}\right) V_{t}^{\prime} \xrightarrow{P} E\left(U_{t-1}^{*} V^{\prime} t\right)=-\sum_{j=1}^{\infty} \sum_{i=j}^{\infty} \vartheta_{i} \Omega \psi_{j}^{\prime} .
$$

It remains to check that

$$
\sum_{i=0}^{\infty} \vartheta_{i} \Omega \sum_{i=1}^{\infty} \psi_{i}-\sum_{j=1}^{\infty} \sum_{i=j}^{\infty} \vartheta_{i} \Omega \psi_{j}^{\prime}=\sum_{i=0}^{\infty} \vartheta_{i} \Omega \sum_{j=i+1}^{\infty} \psi_{j}=\sum_{h=1}^{\infty} \gamma_{u v}(h) .
$$

To prove (B.21) we apply the central limit theorem for martingales (Theorem B.3) and define the $\sigma$-fields $\varepsilon_{T T}=\sigma\left(\alpha_{1}, \ldots \kappa_{\theta}\right)$ and

$$
\begin{aligned}
\tilde{\varepsilon}_{t} & =\Omega^{-\varepsilon_{t}} \\
\tilde{V}_{t} & =\left(\psi(1) 囚 \psi(1)^{\prime}\right)-V_{t} \\
X_{T t} & =T^{-\tilde{\varepsilon}_{t}} \tilde{V}^{\prime} \tilde{V}_{t-1} .
\end{aligned}
$$

Since $V_{t-1}$ is measurable with respect to $r_{T t-1}$ it follows that $X_{T i}$ is a martingale difference sequence, that is, condition (B.1) is satisfied. We calculate the sum of the conditional covariances in (B.3).

$$
\sum_{t=1}^{T} \operatorname{Var}\left\{X_{T t} \mid F_{T t-1}\right\}=I \otimes T^{-1} \sum_{t=1}^{T} \tilde{V}_{t-1} \tilde{V}_{t-1} \xrightarrow{P} l .
$$

Finally we apply the stationarity of the processes to see that the Lindeberg condition is satisfied

$$
\sum_{t=1}^{T} E\left(\left\|X_{T t}\right\|^{2} I\left\{\left\|X_{T t}\right\| \geq \delta\right\}=E\left\|\tilde{\varepsilon}_{f} \tilde{V}^{\prime} t-1\right\|^{2} I\left\{\left\|\tilde{\varepsilon}_{t} \tilde{V}^{\prime} t-1\right\| \geq T^{\prime} \delta\right\} \rightarrow 0 .\right.
$$

This clearly implies condition (B.2). Thus the central limit theorem applies and the proof of (B.21) is complete. Finally (B.22) and (B.23) are proved from (B.15) and (B.16) using the representation (B.24).
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maximum likelihood estimator; existence and uniqueness, 20; in partial model, 122; $\alpha_{\perp}, 95 ; \beta, 93 ; \beta$ under linear
misspecification test; $I(2), 132$; ARCH, 22; Gaussian distribution, 22; lag length, 21
mixed Gaussian distribution; of $\hat{\theta}$,

185; conditional variance, 181, 183; confidence interval, 178; definition, 177 ; inference, 178
models with deterministic terms; definition, 81; statistical analysis, 95
modulus of continuity, 246
money equation, 79
money relation, 7,79
moving average; model, 38, 45; representation, 38, 40
near integrated process, 201; definition, 202; properties of, 202
neutrality, 79
non-linear restriction, 185
normalization; of $\alpha, 180$; of $\beta, 72,179$
Ornstein-Uhlenbeck process, 201
parametrization; of the $I(1)$ model, 70,71 ; direct, 73 ; indirect, 73; $I(2)$ model, 133; error correction model, 79
partial correlations, 93
partial model, 6; efficiency, 122; statistical analysis, 122
partial systems, 121; definition, 122
polynomial cointegration, 58, 60; definition, 39; example, 37
portmanteau test, 21
positive semi-definite, 221
power function; table, 216; trace test, 201
power of test for cointegrating rank, 157
precision, 233
principal components, 237
product moment matrices, 90
product moments; under local alternatives, 205
Prohorov's theorem, 245
purchasing power parity, 7
random walk, 247
rank condition; for identification, 76; test for, 77
rational expectation, 80, 101
reduced form error correction model, 70
reduced rank regression, 7, 91, 104, 125
reflection principle, 248
regression, 235
regression estimator, 18
relations between variables, 79
representation of; $I(0)$ process, $14 ; I(1)$ process, 45; $I(2)$ process, $45,56,58 ; I(1)$ as autoregressive processes, 55 ; integrated variables, 45; moving average process as autoregressive processes, 55; vector autoregressive process, 12
seasonal cointegration, 10
seasonal dummies, 84
simulations, 211
tables, 211
single equation, 123
Skorohod representation, 251
small sample correction, 98
spectral decomposition, 221
stable economic relations, 34
stationary process; definition, 13
stationary variable; in system, 74 ; test for, 74
statistical model, 3, 5
stochastic integrals; definition, 248
structural models, 78
structural relations, 5
test for; $H(r)$ in $H(p), ~ 93 ; H(r)$ in $H(r+1), ~ 93 ; H^{*}(r)$ in $H(r)$, 97; $H^{*}(r)$ in $H^{*}(p), ~ 97 ; H_{1}^{*}(r)$ in $H_{1}(r)$,

98; $H_{1}^{*}(r)$ in $H_{1}^{*}(p), ~ 98 ; ~ I(2), 132$; hypotheses on $\beta, 104$; hypotheses on $\alpha, 124$; presence of $I(2), 163$
test for cointegrating rank; asymptotic results, 156
tightness, 245
trace statistic; asymptotic distribution, 93; definition, 92; for $H(r)$ in $H(p), 93$
trace test; asymptotic distribution, 97-98; for $H^{*}(r)$, 97; for $H_{1}^{*}(r), ~ 97$; general form, 155-156; local power, 201; tables, 214
trend; definition, 81; test for, 161
trend stationarity, 39
unanticipated shock, 42
uncovered interest parity, 7
unit root; for $I(1)$ processes, 52; for $I(2)$ processes, 61
variance, 233
vector autoregressive model, $4,11,23$; error correction form,
45; example, 46; parameter space, 17; partial model, 23;
regression estimator, 18; statistical analysis, 17
vector autoregressive process, 11; characteristic polynomial,
11; companion form, 15; condition for non explosion,
14; condition for stationarity, 14 ; initial conditions, 15 ;
representation of, 12
weak convergence, 20, 239; definition, 240; on $C[0,1], 241$;
on $R^{p}, 239$
weak exogeneity, 77, 121; in Australian data, 30; interpretation, 123
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