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A Concise Introduction to Econometrics

In this short and very practical introduction to econometrics
Philip Hans Franses guides the reader through the essential
concepts of econometrics. Central to the book are practical
questions in various economic disciplines, which can be an-
swered using econometric methods and models. The book
focuses on a limited number of the essential, most widely
used methods, before going on to review the basics of econo-
metrics. The book ends with a number of case studies drawn
from recent empirical work to provide an intuitive illustra-
tion of what econometricians do when faced with practical
questions. Throughout the book Franses emphasizes the im-
portance of specification, evaluation, and implementation of
models appropriate to the data.

Assuming basic familiarity only with matrix algebra and
calculus, the book is designed to appeal as either a short
stand-alone introduction for students embarking on an em-
pirical research project or as a supplement to any standard

introductory textbook.
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Preface

T his book is targeted at two distinct audiences. The first
audience concerns novices in econometrics who con-
sider taking an econometrics course in an advanced under-
graduate or a graduate program. For them, this book aims to
be an introduction to the field, and hopetully such that they
do indeed take such courses. It should be stressed, though,
that this is not a condescending book - that is, it is not some-
thing like “econometrics for dummies.” On the contrary, the
reader is taken seriously and hence some effort is required.
The second audience consists of colleagues who teach these
courses. It is my belief that many econometrics courses, by
zooming in on theory and less on practice, are missing the
most important aspect of econometrics, which is that it truly
is a very practical discipline.

Therefore, central to this book are practical questions in
various economic disciplines such as macroeconomics, fi-
nance, and marketing, which might be answered by using
econometric tools. After a brief discussion of a few basic

tools, I review various aspects of econometric modeling.
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Preface

Along these lines, I also discuss matters which are typically
skipped in currently available textbooks, but which are very
relevant when one aims to apply econometric methods in
practice. Next, several case studies should provide some in-
tuition of what econometricians do when they face practical
questions. Important concepts are shown in italic type; ex-
amples of practical questions which econometricians aim to
answer will be shown in bold type.

This book might be used prior to any textbook on econo-
metrics. It can, however, never replace one of these, as the
discussion in this book is deliberately very sketchy. Also, at
times this book has a somewhat polemic style, and this is
done on purpose. In fact, this is the “personal twist” in this
book. Therefore, the book should not be seen as the ulti-
mate treatment of the topic, but merely as a (hopefully)
joyful read before one takes or gives econometrics classes.
Hence, the book can be viewed as a very lengthy introduc-
tory chapter.

Finally, as a way of examining whether a reader has ap-
preciated the content of this book, one might think about
the following exercise. Take a newspaper or a news maga-
zine and look for articles on economic issues. In many arti-
cles are reports on decisions which have been made, fore-
casts that have been generated, and questions that have
been answered. Take one of these articles, and then ask
whether these decisions, forecasts, and answers could have
been based on the outcomes of an econometric model. What
kind of data could one have used? What could the model
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Preface

have looked like? Would one have great confidence in these
outcomes, and how does this extend to the reported deci-
sions, forecasts, and answers?

I wish to thank Clive Granger and Ashwin Rattan at
Cambridge University Press, for encouragement and helpful
comments. Also, many thanks are due to Martijn de Jong,
Dick van Dijk, and in particular Christiaan Heij for their
very constructive remarks. Further comments or sugges-
tions are always welcome. The address for correspondence is
Econometric Institute, Erasmus University Rotterdam, P.O.
B ox 1738, NL-3000 DR Rotterdam, The Netherlands, email:

franses@few.eur.nl

PHILIP HANS FRANSES

Rotterdam
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—+ CHAPTER ONE +—

Introduction

n this chapter I provide an introductory discussion of
I what econometrics is and what econometricians do. Next,
I consider a more detailed motivation for writing this book.
Finally, I give an outline of the other chapters of the
book.

What is econometrics?

Econometric techniques are usually developed and em-
ployed for answering practical questions. As the first five
letters of the word “econometrics” indicate, these questions
tend to deal with economic issues, although applications to
other disciplines are widespread. The economic issues can
concern macroeconomics, international economics, and mi-
croeconomics, but also finance, marketing, and accounting.
The questions usually aim at a better understanding of an
actually observed phenomenon and sometimes also at pro-
viding forecasts for future situations. Often it is hoped that

these insights can be used to modify current policies or to
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A Concise Introduction to Econometrics

put forward new strategies. For example, one may wonder
about the causes of economic crises, and if these are identi-
fied, one can think of trying to reduce the effects of crises in
the future. Or, it may be interesting to know what motivates
people to donate to charity, and use this in order to better
address prospective donors. One can also try to understand
how stock markets go up — and, particularly, how they go
down - in order to adjust investment decisions.

The whole range of econometric methods is usually sim-
ply called “econometrics,” and this will also be done in this
book. And anyone who either invents new econometric
techniques, or applies old or new techniques, is called an
“econometrician.” One might also think of an econometri-
cian as being a statistician who investigates the properties
particular to economic data. Econometrics can be divided
into econometric theory and applied econometrics. Econometric
theory usually involves the development of new methods
and the study of their properties. Applied econometrics con-
cerns the development and application of tools to solve
relevant practical questions.

In order to answer practical questions, econometric tech-
niques are applied to actually observed data. These data can
concern (1) observations over time, like a country’s GDP
when measured annually, (2) observations across individu-
als, like donations to charity, or (3) observations over time
and over individuals. Perhaps “individuals” would be better
phrased as “individual cases,” to indicate that these obser-

vations can also concern countries, firms, or households, to
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Introduction

mention just a few. Additionally, when one thinks about
observations over time, these can concern seconds, days, or
years.

Sometimes the relevant data are easy to access. Financial
data concerning, for example, stock markets, can be found in
daily newspapers or on the internet. Macroeconomic data on
imports, exports, consumption, and income are often avail-
able on a monthly basis. In both cases one may need to pay
a statistical agency in order to be able to download macro-
economic and financial indicators. Data in marketing are less
easy to obtain, and this can be owing to issues of confiden-
tiality. In general, data on individual behavior are not easy
and usually are costly to obtain, and often one has to survey
individuals oneself.

As one might expect, the type of question that one intends
to answer using an econometric method is closely linked to
the availability of actual data. When one can obtain pur-
chase behavior of various households, one can try to answer
questions about this behavior. If there are almost no data,
there is usually not much to say. For example, a question
like “how many households will use this new prod-
uct within 10 years from now?” seems rather difficult to
answer. And, “what would the stock market do next
year?” is complicated, too. Of course, one can always come
up with an answer, but whether one would have great con-
fidence in this answer is rather doubtful. This touches upon
a key aspect of the application of econometric techniques,

which is that one aims at answering questions with some
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degree of confidence. In other words, econometricians do not
provide answers like “yes” or “no,” but instead one will hear
something like “with great confidence we believe that poor
countries will not catch up with rich countries within the
next 25 years.” Usually, the size of “great” in “great confi-
dence” is a choice, although a typical phrase would be some-
thing like “with 95 per cent confidence.” What that means
will become clear in chapter 2 below.

The econometrician uses an econometric model. This model
usually amounts to one or more equations. In words, these
equations can be like “the probability that an individual do-
nates to charity is 0.6 when the same individual donated last
time and 0.2 when s/he did not,” or “on average, today’s
stock market return on the Amsterdam Exchange is equal
to yesterday’s return on the New York Stock Exchange,” or
“the upward trend in Nigeria’s per capita GDP is half the size
of that of Kenya.” Even though these three examples are
hypothetical, the verbal expressions come close to the out-
comes of actual econometric models.

The key activities of econometricians can now be illus-
trated. First, an econometrician needs to translate a practi-
cal question like, for example, “what can explain today’s
stock market returns in Amsterdam?” into a model. This
usually amounts to thinking about the economic issue at
stake, and also about the availability and quality of the data.
Fluctuations in the Dow Jones may lead to similar fluctu-
ations in Amsterdam, and this is perhaps not much of a

surprise. However, it is by no means certain that this is best
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observed for daily data. Indeed, perhaps one should focus
only on the first few minutes of a trading day, or perhaps
even look at monthly data to get rid of erratic and irrele-
vant fluctuations, thereby obtaining a better overall picture.
In sum, a key activity is to translate a practical question
into an econometric model, where this model also some-
how matches with the available data. For this translation,
econometricians tend to rely on mathematics, as a sort of
language. Econometricians are by no means mathemati-
cians, but mathematical tools usually serve to condense no-
tation and simplify certain technical matters. First, it comes
in handy to know a little bit about matrix algebra before tak-
ing econometrics courses. Note that in this book I will not
use any such algebra as I will just stick to simple examples.
Second, it is relevant to know some of the basics of calculus,
in particular, differential and integral calculus. To become
an econometrician, one needs to have some knowledge of
these tools.

The second key activity of an econometrician concerns
the match of the model with the data. In the examples above,
one could note numerical statements such as “equal” or
“half the size.” How does one get these numbers? There
are various methods to get them, and these are collected
under the header “estimation.” More precisely, these num-
bers are often associated with unknown parameters. The
notion “parameter estimation” already indicates that econo-
metricians are never certain about these numbers. However,

what econometricians can do is to provide a certain degree of
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confidence around these numbers. For example, one could
say that “it is very likely that growth in per capita GDP
in Nigeria is smaller than that of Kenya” or that “it is
unlikely that an individual donates to charity again if
s/he did last time.” To make such statements, econome-
tricians use statistical techniques.

Finally, a third key activity concerns the implementation
of the model outcomes. This may mean the construction of
forecasts. Tt can also be possible to simulate the properties
of the model and thereby examine the effects of various
policy rules.

To summarize, econometricians use economic insights
and mathematical language to construct their economet-
ric model, and they use statistical techniques to analyze its
properties. This combination of three input disciplines en-
sures that courses in econometrics are not the easiest ones
to study.

In this book I try to introduce the essentials of economet-
rics to novices, keeping the mathematical and statistical level
at a minimum, but without being condescending. This book
can be used prior to any textbook on econometrics, but it
should certainly not replace it! The intention is that this book
should be used as introductory and supplementary read-
ing. For textbooks on econometrics, one can choose from
Verbeek (2000), Koop (2000), Gujarati (1999), Kennedy
(1998), Ramanathan (1997), Johnston and Dinardo (1996),
Griffiths, Hill and Judge (1993), and Goldberger (1991) at
the introductory level, from Heij et al. (2002), Ruud (2000),
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Greene (1999), Wooldridge (1999), and Poirier (1995), at
the intermediate level, and from White (2000), Davidson
and MacKinnon (1993), and Amemiya (1985), at the ad-
vanced level. For more specific analysis of time series, one
can consider Franses (1998), Hamilton (1994), and Hendry
(1995), and for financial econometrics, see Campbell, Lo and
MacKinlay (1997).

So, do you have any interest in reading more about econo-
metrics? If you are really a novice, then you can perhaps
better skip the next section as this is mainly written for col-
leagues and more experienced econometricians. The final
section is helpful, though, as it provides an outline of sub-

sequent chapters.

Why this book?

Fellow econometricians may now wonder why I decided
to write this book in the first place. Well, the motivation
was based on my teaching experience at the Econometric
Institute of the Erasmus University Rotterdam, where we
teach econometrics at undergraduate level. My experience
mainly concerns the empirical projects that undergraduate
students have to do in their final year before graduation.
For these projects, many students work as an intern, for
example, with a bank or a consultancy firm, and they are
supposed to answer a practical question which the super-
vising manager may have. Typically, this manager knows

that econometricians can handle empirical data, and usually
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they claim to have available abundant data. Once the stu-
dent starts working on the project, the following scenario is
quite common. The manager appears not to have an exact
question in mind, and the student ends up not only con-
structing an econometric model, but also precisely formu-
lating the question. It is this combination that students find
difficult, and indeed, a typical question I get is “how do I
start?”

Observing this phenomenon, I became aware that many
econometric textbooks behave as if the model is already
given from the outset, and it seems to be suggested that
the only thing an econometrician needs to do is to esti-
mate the unknown parameters. Of course, there are many
different models for different types of data, but this usu-
ally implies that textbooks contain a range of chapters
treating parameter estimation in different models (see also
Granger, 1994). Note that more recent textbooks also ad-
dress the possibility that the model may be inappropriate and
therefore these books contain discussions about diagnostic
checks.

Of course, to address in a single textbook all the prac-
tical steps that one can take seems like an impossible en-
terprise. However, it should be possible to indicate various
issues other than parameter estimation that arise when one
wants to arrive at a useful econometric model. Therefore, in
chapter 3 I will go through various concerns that econome-
tricians have when they aim to answer a practical question.

This is not to say that parameter estimation is unimportant.
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I merely aim to convey that in practice there is usually no
model to begin with!

Without wishing to go into philosophical discussions
about econometrics, it seems fair to state that the notion
of “a model given from the outset” dates back to the first
developments in econometrics. In the old days (like, say,
fifty years ago), econometricians were supposed to match
(mainly macro-) economic theories to data, often with an
explicit goal to substantiate the theory. In the unlucky event
that the econometric model failed to provide evidence in
favor of the theory, it was usually perceived that perhaps
the data were wrong or the estimation method was incor-
rect, implying that the econometrician could start all over
again.

A format of a typical econometrics textbook has its origin
in this traditional view of econometrics. This view assumes
that most aspects of a model, like the relevant variables,
the way they are measured, the data themselves, and the
functional form, are already available to the econometri-
cian, and the only thing s/he needs to do is to fit the model
to the data. The model components are usually assumed
to originate from an (often macro-) economic theory, and
there is great confidence in its validity. A consequence of this
confidence is that if the data cannot be summarized by this
model, the econometric textbook first advises us to consider
alternative estimation techniques. Finally, and conditional
upon a successful result, the resultant empirical economet-

ric model is used to confirm (and perhaps in some cases,
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to disconfirm) the thoughts summarized in the economic
theory. See Morgan (1990, 2002) for a detailed analysis of
the development of econometric ideas.

There are several reasons why this traditional view is los-
ing territory. The first is that there is a decreasing confidence
in the usefulness of econometric models to confirm or dis-
confirm economic theories. Summers (1991) convincingly
argues that important new macroeconomic insights can also
be obtained from applying rather simple statistical tech-
niques, and that the benefit of considering more complicated
models is small. Granger (1999) gives a lucid illustration of
the fact that the implications of even a simple economic the-
ory are hard to verity.

With an increased application of econometric methods
in finance and marketing, there also seems to be a need
for teaching econometrics differently. The main reason for
this need is that it is usually impossible to have strong
prior thoughts about the model. Also, these modern ap-
plication areas require new models, which are suggested
by the data more than by a theory — see Engle (1995),
Wansbeek and Wedel (1999), for example. Hence, an econo-
metrician nowadays uses the data and other sources of in-
formation to construct the econometric model. With this
stronger emphasis on the data, it becomes important to ad-
dress in more detail the specification of a model, the eval-
uation of a model, and its implementation. The evaluation

part is relevant for obtaining confidence in the outcomes. It
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is of course impossible to treat all these issues, and hence

my decision to give a “guided tour.”

Outline of the book

The remainder of this book consists of four chapters, of
which the last merely presents a few recommendations.

Chapter 2 deals with a brief discussion of a few basic tools,
and in fact it can be viewed as a very short overview of
what a typical textbook in econometrics in part aims to tell.
Most of the material in this chapter should be interpreted as
discussing language and concepts.

As is common, I start with the linear regression model,
which is the basic workhorse of an econometrician. Next,
I discuss various matters of interest within the context of
this model. T will try to explain these in plain English, at
least if that is possible. To highlight important concepts, I
will put them in italic type. Examples of practical questions
which econometricians aim to answer will be highlighted in
bold type.

Chapter 3 outlines most of the issues relevant for con-
structing an econometric model to answer a practical ques-
tion. In this chapter I will try to indicate that parameter
estimation, once the model is given and the data are avail-
able, amounts to only a relatively small fragment of the
whole process. In fact, the process of translating a ques-

tion into a model involves many important decisions, which
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together constitute the so-called “empirical cycle.” Examples
of these decisions concern the question itself, the data
used, the choice of the model (as there are many possible
options), the modification of the model in case things go
wrong, and the use of the model.

In chapter 4, I will concisely review some econometric
studies which have been published in international refer-
eed journals. The fact that they have been published should
be seen as some guarantee that the results and the used
methods make sense, although one can never be certain. Ad-
ditionally, these examples all originate from my own work
with co-authors. This is not meant to say that these are the
best examples around, but at least I can recall the motiva-
tions for various decisions. Also, no one gets hurt, except
perhaps myself (and my co-authors, but they were appar-
ently thrill-seekers anyway). The illustrations serve to show
how and why decisions have been made in order to set up
a model to match the relevant questions with the available
data. The examples concern empirical work in macroeco-
nomics, finance, and marketing, but also in political science

and temperature forecasting.
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A few basic tools

s with any scientific discipline, there is some nomencla-
A ture in econometrics that one should get familiar with
before one appreciates applications to practical problems.
This nomenclature mainly originates from statistics and
mathematics, although there are also some concepts that
are specific only to econometrics. Naturally, there are many
ways to define concepts and to assign meaning to words.
In this chapter I aim to provide some intuitively appealing
meanings, and of course, they are far from precise. Again,
this should not be seen as a problem, as the textbooks to be
consulted by the reader at a later stage will be much more
precise.

This chapter contains five sections. The first deals with
probability densities, which are key concepts in statistics. In
the second section, I will bring these concepts a few steps
closer to econometrics by discussing the notions of con-
ditional and unconditional expectations. An unconditional
expectation would be that there is a 60 per cent chance

that tomorrow’s Amsterdam stock return is positive, which
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would be a sensible statement if this happens on average on
sixty out of the 100 days. In contrast, a conditional expec-
tation would be that tomorrow’s Amsterdam stock market
return will be positive with a 75 per cent chance, where to-
day’s closing return in New York was positive, too. In the
third section, I will link the conditional expectation with
samples and a data generating process, and treat parameter
estimation and some of its related topics. I will also dedi-
cate a few words to the degree of uncertainty in practice,
thereby demonstrating that econometrics is not a discipline
like physics or chemistry but that it comes much closer to
psychology and sociology. Hence, even though econometrics
at first sight looks like an engineering kind of discipline, it is
far from that. In the fourth section I discuss a few practical
considerations, which will be further developed in chapter 3.

The last section summarizes.

Distributions

A key concept in econometrics is the distribution of the data.
One needs data to be able to set up an econometric model
to answer a practical question, and hence the properties of
the data are of paramount importance. Various properties
of the data can be summarized by a distribution, and some
properties can be used to answer the question.

A good starting-point of practical econometric work is
to think about the possible distributional properties of the

data. When thinking about bankruptcies, there are only two
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possibilities, that is “yes” or “no,” which is usually called a
binary or dichotomous phenomenon. However, when think-
ing about brand choice, one usually can choose between
more than two brands. Furthermore, if one thinks about
dollar sales in retail stores, this variable can take values rang-
ing from zero to, say, millions, with anything in between.
Such a variable is continuous.

A frequently considered distribution is the normal distribu-
tion. This distribution seems to match with many phenom-
ena in economics and in other sciences, and that explains
both its popularity and its name. Of course, the normal dis-
tribution is just one example of a wide range of possible
distributions. Its popularity is also due to its mathemati-
cal convenience. The histogram of this distribution takes a
bell-shaped pattern, as in figure 2.1. This graph contains
something like a continuous histogram for a variable z, as
it might be viewed as connecting an infinite number of
bars. The graph in figure 2.1 is based on the mathematical

expression

e 2, (2.1)

where z can take values ranging from minus infinity (—oo)
to plus infinity (4+o00), where e is the natural number
(approximately equal to 2.718), and where 7 is about 3.142.
The graph gives ¢(z) on the vertical axis and z is on the hor-
izontal axis. The expression itself is due to Carl Friedrich

Gauss (1777-1855), who is one of the most famous German
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Figure 2.1 A probability density function: a normal distribution

scientists. For the moment, it is assumed that the mean of z
is equal to zero and that its dispersion (variance) equals 1.
The resultant distribution is called the standard normal distri-

bution. When this is relaxed to a variable y with mean x and

2

variance o*, respectively, (2.1) becomes

1 .
d(y) = e 2% ), (2.2)
oA 21

This expression is called the probability density function (pdf)
for the variable y. From figure 2.1 and also from (2.2), one
can see that this distribution is symmetric, as one takes

squares of *=£. To save notation, (2.2) is usually written as

y ~N(u,0?), (2.3)
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where “~” means “is distributed as,” and where “N” means
“normal.” In words, it says that a variable y has a normal
distribution with mean x and variance o2. By the way, o is
also called the standard deviation, which can be interpreted
as a scaling measure.

The pdf allows one to see how many observations are
in the middle, and hence close to the mean u, and how
many are in the tails. Obviously, as the pdf is reflected by
a continuous histogram, one can understand that the area
underneath the graph is equal to 1, which in words means
that the sum of the probabilities of all possible outcomes is
equal to 1. A more formal way of putting this is that

/m S L (2.4)
e 2 Z=1. .
—o00 WV 2w

If the histogram were to concern fixed intervals of z, like

age categories, then (2.4) says that the sum of all fractions
is equal to 1.

Sometimes it may be of interest to consider the total
area underneath the pdf up to a certain point. This can be
useful for statements like “which fraction of stores has
sales lower than 1,500 dollars?” or “which fraction of
donors gives less than 30 dollars?” Such an area is then
equal to

®(z) = f L (2.5)

This is called the cumulative density function (cdf). A graph of
the cdf belonging to the pdfin figure 2.1 is given in figure 2.2.
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Figure 2.2 A cumulative density function: a normal distribution

In words, figure 2.2 says that, for example, almost all obser-
vations on a standard normal distribution are smaller than 4.

An example of a variable which might be distributed as
normal is the total dollar sales in large retail stores, where
it is assumed that sales close to zero are rare. Another case
in which this distribution pops up concerns the shoe size of
adult males or the exam scores (on a 1-100 scale) of graduate
students.

In practice the mean u is usually unknown and in fact one
usually wants to get to know it. Suppose one is interested
in the mean u of the distribution of retail store sales. One
can then consider a sample of n stores and compute the

sample mean of observations on sales y;, withi = 1, 2,..., n,
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that is,

n Mmt+y2t+---ty
o= - =, (2.6)

where econometricians commonly use “hats” on Greek let-
ters to indicate that an unknown parameter gets estimated.
When the sample data match with the normal distribution
with unknown mean p, this &t provides a reliable estimate
of its value. Such reliability is commonly associated with an
absence of a systematic bias, or with the notion of consis-
tency, which involves that when n gets larger, & gets closer
and closer to w. The estimated mean [ can also be used to
make a prediction of what will be the most likely sales in a
previously unseen store or the shoe size of an adult male.
In other words, the mean can be used to quantify an expec-
tation, an operator usually abbreviated as E. In many cases
one wants to evaluate the particular value of the mean, and
say something like “it is larger than expected,” or “it is not
zero.” In order to do that, one has to assume something
about the sample of observations, but I will return to this

below.

The linear regression model

In reality it rarely happens that observations in samples
are perfectly normally distributed. What does happen is
that, given that one corrects for certain aspects of the data,

one gets a normal distribution. For example, if one drew a
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histogram of the size in centimeters of all individuals on the
globe, one would not get a distribution like that in figure 2.1.
In some parts of the world, people are shorter than else-
where; children and adults typically differ in size and also
males and females differ in height. However, it may well
be that the distribution of the height of boys of age 12-14
in Northern European countries comes closer to a normal
distribution.

Also, it is likely that total dollar sales are larger for larger
stores. Suppose the average size of a store is, say, 500 square
meters, and denote a variable x; as the difference between
the size of store i and this average size. Suppose further that
store sales for an average sized store (say, in a week) are on
average equal to 2,000 dollars, and label this as 8,. Addi-
tionally, stores which are larger than the average store sell
more than those which are smaller, thereby not consider-
ing possible differences in prices, quality of personnel, and
general atmosphere for the moment. Let this effect be equal
to B, = 2. Taking this together, we have that the weekly
sales in store 7 on average equals y; =2000 + 2(x; — 500) —
that is, y; depends in a linear way on x;. In words, a store
which is twice as large as an average store is expected to sell
3,000 dollars” worth of goods, while a store half the size of
an average store sells only 1,500 dollars” worth.

This example about store sales brings us a step closer to
what econometrics is all about. By making sales a function
of store size, one might say something about the expected

sales for a previously unseen store, when one knew its size.
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Hence, if one opened a new store of 1,500 square meters,
one might expect that weekly sales would be 4,000 dol-
lars. Of course, it is unlikely that this would be precisely the
outcome. However, it is the most likely value, given the as-
sumed link between sales and store size. This link establishes
a shift from the unconditional expectation, as discussed above,
to the conditional expectation, which is of interest to econo-
metricians. This latter concept is an example of what can be
called a model.

To take this one step further, one might now believe that
the sales variable, corrected for the effect of store size, is
again normal. In other words, the conditional distribution of
salesisnormal. In this case, y; — 2000 — 2(x; — 500), which of
course equals y; — 1000 — 2x;, could be normally distributed.
In many cases, the exact values 1,000 and 2, which ap-
pear here, are unknown and in practice one should estimate
them. Hence, it is perhaps better to say that y; — 81 — Ba2x;
is conditionally normal distributed, where 8, and B, are
unknown parameters. In mathematical notation, one then

replaces
yi ~ N(u, 0?) (2.7)
from (2.3) by
yi ~ N(B1 + Baxi, 0%, (2.8)

that is, the unconditional mean u gets replaced by the con-
ditional mean g, + B>x;. For a sample of store sales, together

with their store sizes, one can now try to estimate 8; and
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B, as well as o2. Of course, this econometric model contains
only one variable y; and one variable x;, and one can think of
many other variables relevant to sales. For the purposes of
this chapter, it does not matter much whether there is one
such x; or more, so for notational convenience, I stick to just
this simple case.

Typically, one rewrites (2.8) by bringing the conditional
expectation out of the parentheses, that is by considering
(vi — B1 — Baxi) ~ N(0, 0?), thereby getting

yi = P1+ Baxi + &, (2.9)
where the variable ¢; by definition obeys
g ~ N(0, 0%). (2.10)

These two equations constitute a key concept in economet-
rics (but also other disciplines), which is the so-called /inear
regression model. In this case, the model has a single explana-
tory variable, which is x;. As we have said, one can extend
(2.9) to have a lot more explanatory variables. The vari-
able with effect 8; is usually called the “constant term,”
as it does not involve x;. The parameter B; itself is called
the intercept. Furthermore, the model is a linear model. A
nonlinear version of (2.9) could for example involve the
variable x?.

To complete the nomenclature, at least for the moment,
we need to mention that y; is called the dependent variable or

the variable to be explained. Another name for x; is thatitis an
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independent variable, as it does not in turn depend on y;. For
the g; variable there are many different names. First of all,
it is important to note that 8, and B, are unobserved and
have to be estimated, and hence that ¢; cannot be observed
and one can get only estimates of all its # values. These are
rather useful, as the estimated values & can be compared,
for example, with the assumption of normality, in order to
see if (2.10) amounts to an approximately valid assumption.
From (2.10) it can be seen that the best forecast for ¢; equals
0. Hence, sometimes this variable is called an innovation as
innovations by their very nature can not be forecasted. An-
other label for ¢; is that is represents an error. This word
originates from the idea that for each pair of observations
(vi, x;), their relation would be equal to y; = 8 + B2x;, but
this never holds exactly, simply because the probability that
¢; equals exactly zero given (2.10) is zero too! There may be
a measurement error, or one may have forgotten to include
a potentially relevant variable z;. For the store sales example,
this z; could be the quality of store personnel. Related to the
notion of an error is that of a disturbance. This name reflects
the idea that there is some unknown variable which blurs
our insight into the linear link between y; and x;. Finally,
some textbooks call &; the residual. This notion of a residual
can also be interpreted as that part of y; which cannot be
explained by a constant term and the explanatory variable
x;. It is always good to be aware of the fact that econometri-

cians sometimes use different words for the same entity.
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Inference

In order to assign some meaning to the properties of sample
observations, one usually assumes that there is something
like a data generating process (DGP), which generates the sam-
ple data. Statisticians may call this the “population.”

There are at least two things that one typically wants to do
with sample data, when they are summarized in an econo-
metric model. The first is to estimate key parameters of the
(conditional) distribution of the observations, thereby again
assuming that the DGP and the sample have the same prop-
erties. The second is that one wants to assign some con-
fidence to these estimates. An exemplary statement is that
“the mean of the observations is estimated to range from 3 to
5 with 90 per cent confidence.” One may now wonder why
one reads about percentages such as 90 per cent or 95 per
cent. The key reason is that it implies that one might make
a small mistake, with probability 10 per cent or 5 per cent.
Indeed, the probability that the mean in the above example
does not lie in between 3 and 5 is 10 per cent.

An econometric model contains unknown parameters. With
the data and the model at hand, econometricians use estima-
tors for these parameters, and their numerical outcomes are
called estimates. An example of an estimator is

ntys+-o+yn
n 9

f= (2.11)

which is an estimator of the unknown mean u of the vari-

able y. Whether this estimator is meaningful depends on
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the case at hand. Indeed, there are economic data for which
an average value is not very interesting, as is the case for
trending time series data. Another example of an estimator

is

— )2 — )2+ — )2
g2 A A )Tt )7 (2.12)
n

which is called the sample variance.
A next thing to know concerns the reliability of /i and 62.

It is then useful to consider the error (usually called standard

error or se) of 4. Without giving a formal proof, I mention

here that the standard error of i, where the sample data

originate from a normal distribution, is

6

ﬁ.

Additionally, and again without proof, it approximately

sep = (2.13)

holds in large samples that

A

2N, 1), (2.14)
S(Zﬂ

where N(0, 1) denotes the standard normal distribution, and
where % is called the ¢-ratio (-value) or z-score. The reason
why one would want to have an estimator and its associated
standard error is that one can now examine if the estimate
equals zero with some confidence. If one looks again at the
normal density in figure 2.1, it can be appreciated that about
95 per cent of the area underneath the line is within the
range of —2 and 2. In other words, for a standard normal

distribution one can say that with a probability of about
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95 per cent one would draw a value which is in between —2
and 2. Hence, one can say that with 95 per cent confidence
it holds that

A

2< P <5 (2.15)
Sep
This means that if one were to draw 10,000 samples from
a standard normal distribution, and computed % in each
case, one would likely find that (2.15) holds for about 9,500
samples.

Ratios like % are very interesting for the regression model
in (2.8), in particular for the parameter 8,. Indeed, one may
be interested in seeing whether B, is equal to zero or not.
If it is, one can conclude that x; does not have explanatory
value for y;, which is sometimes defined as saying that x;
does not have an effect on y;, which in our example means
that store size would not explain store sales. Hence, one
can make statements like “B, is not equal to zero with
95 per cent confidence,” or, ",32 differs from zero at the
5per cent significance level.” These statements allow for
some uncertainty.

Going back to the purpose of answering practical ques-
tions, it is time to reconsider the above in the light of such
questions. If one is interested in a question like “does the
level of yesterday’s NYSE stock returns have an effect
on the level of today’s Amsterdam returns?” one can
consider aregression model like y;, = 8, + B2x;_1 + &;, where

y; and x; are daily returns in Amsterdam and in New York,
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respectively. The index ¢, t = 1, 2,..., T is usually used for
time series data. Assuming a normal distribution, the ques-
tion gets answered with a “yes,” with confidence 95 per
cent if B, is not within the interval [—2seg,, +2seg,] - or, put
otherwise, if zero is not included in the interval [B; — 2se;,,
B2+ 2seg,]. In that case, one says that B, is significant at the
5per cent level, where again the 5 per cent combines with
the value of 2.

Obviously, if one favored the so-called “efficient market
hypothesis,” which roughly says that stock returns cannot be
forecast anyhow, one might zoom in on a statement of confi-
dence that 8, is zero. For that matter, suppose one has found
that 557?2 equals 2.1, one might also conclude that the New
York Stock Exchange (NYSE) returns do not have predic-
tive value at the 1 per cent significance level. Interestingly,
these conclusions can be drawn for the very same sample. It
is perhaps this potentially confusing situation which make
some people to say “lies, damn lies and statistics.” Of course,
it has nothing to do with lies, just with varying degrees of
confidence.

The above example clearly demonstrates that there is
room for subtleties when using statistical methods. This is
not something one can prevent, but it just happens. Hence,
when using econometric methods in practice, it seems wise
to be as clear as possible on how one arrives at one’s conclu-
sion. In some cases it is perhaps better just to mention the
value of ,32 and its associated seg,, and let the model user

draw his or her own conclusions.
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There are two further notions of relevance when estimat-
ing parameters. The first is that one usually wants to have
an estimator that delivers what it promises to deliver. Hence,
it should really estimate p and ,3 2> should really concern g,.
One way to see whether this is the case amounts to check-
ing whether the expected value of & is indeed equal to w.
This suggests that if one were able to repeat estimation for
samples from a normal distribution with mean w, one would
find an average value of i which is equal to w. If this is the
case, one says that the estimator is an unbiased estimator. For
an unbiased estimator it holds that its expected value equals
the parameter to be estimated, independent of the number
of observations. One can readily see that the & in (2.11), in
the case of normal distribution with mean p, is an unbiased

estimator as

B — (1) + (yzL-F + (y)=n7u=% (2.16)

which illustrates the irrelevance of n.

Although unbiasedness is a useful concept, there seem
not to be too many unbiased estimators, simply because it
hinges upon a range of assumptions which may not be plau-
sible in practice. Therefore, one is usually satisfied with a
consistent estimator, which concerns an estimator for which
the variance of it — u decreases to zero. The speed at which
this closeness gets delivered is called the rate of convergence.
For the example in (2.13) this rate is 4/7. Consistency is thus
related to large samples, and one tends to use phrases like

“when my sample grows to infinity, the estimator 4 would
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deliver estimates which rapidly approach p.” The notion of
an infinite sample, usually denoted as # — oo, indicates that
one examines the asymptotic behavior of an estimator.

A second notion is that of efficiency. This concept has to do
with the fact that in various cases there is not just a single
estimator available, but there are many more. In order to
compare them, one tends to prefer the estimator which has
the smallest variance across estimators for the same param-
eter. Such an estimator is then called an efficient estimator.
Hence, efficiency is a relative measure.

The estimator for the mean p of a normal distribution
seems to have a rather obvious expression, but one may
wonder how this works for the standard linear regression
model in (2.8). Indeed, simply computing averages of obser-
vations on y; and x; does not work and more subtle methods
are needed. As will be discussed in chapter 3, there are vari-
ous approaches to estimating parameters, but here it suffices
to mention just a basic one. This estimation method uses the

representation of the regression model, that is,
Yi =B+ Baxi + €i, (2.17)

where it can be assumed (although it is not exactly neces-

sary) that
& ~ N(0, o%). (2.18)

A simple idea would now be that the best match (or fit)
between y; and /§1 +,32Xi would correspond to the case where

62 is smallest. Hence, one might look for estimators for g,
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and B, for which the residual terms &; have the smallest
variance 2. As an estimator of this variance equals
52 (J/I_.Bl_ﬂ2X1)2+"'+(yn_.Bl_ﬂzxn)z

= . (2.19)
n

one may aim to find those values ﬁ 1 and /§ > which minimize
this sum of squares. In essence, this is the method of ordi-
nary least squares (OLS). At first sight one may think that find-
ing the appropriate estimates amounts to trying out many
guesses for A and B, and pick those two with the small-
est 62. However, it turns out that there is what is called the
OLS formula, and this yields unique and (in some respects)
optimal estimators, which are very easy to compute. These
estimators are the most reliable among a range of possible

estimators.

Some further considerations

In the previous section, it was mentioned that one com-
putes estimators and their standard errors, and other things.
One may now wonder how the computations would work.
Decades ago, one used to do these computations by hand,
but nowadays one uses computers. With these, it takes a
fraction of a second to get the OLS estimates for a stan-
dard linear regression model. The actual computations are
not only fast, in many cases it is also not necessary to write
one’s own computer programs any more. There are many

prefabricated software packages around, like EViews, SPSS,
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SAS, Statistica, LimDep, PCGIVE, and others, which only re-
quire loading the data and a push on the right button. Well,
even if one pushes on the wrong button, present-day pack-
ages will tend to start computing something, so it is wise to
closely examine what these programs actually do.

A second consideration of practical and theoretical rel-
evance concerns the match between sample and the DGP.
This is quite relevant, as in practice one often does not know
much about this process. Imagine how a variable like infla-
tion or nondurable consumption can be linked to all kinds
of other variables. How can one ever know that sampled
data are useful to learn about what is actually going on in
the national economy? Usually we cannot, but what we can
check is whether there are obvious mistakes. That is, one can
see if there are any signs that the model for the sample data
needs improvement. This can be done by performing diag-
nostictests of the model. This sounds a bit like how doctors and
plumbers work, who examine whether their ideas about the
situation are resistant to further tests, and indeed it comes
rather close to it. If diagnostic tests indicate that the model
is misspecified, one may want to try to improve it. Some-
times one can do that, sometimes one cannot. Two common
types of misspecification are (1) that one has too many irrel-
evant variables in one’s model, which are called redundant
variables, or (2) that one has omitted variables. The second
type is often worse than the first. In the first case, one ends
up estimating too many parameters which are effectively

zero, and this reduces efficiency of estimators — that is, their
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associated standard errors become larger than necessary.
This is perhaps not so much of a problem, as there are var-
ious ways to see which variables are redundant. In some
textbooks this is called model selection, although perhaps the
phrase variable selection is better. The second case of omitted
variables can be worse as one has overlooked something —
that is, the model is lacking components which would have
added explanatory value to the model. It sounds like a doc-
tor who misses out a sign of some disease or a plumber who
diagnoses a leak at the wrong spot. The econometric model is
misspecified and subsequent parameter estimates are often
less reliable. This phenomenon is likely to happen in almost
all econometric models, in particular in those for compli-
cated economic phenomena. It is hoped, however, that some
diagnostic tests will pick it up, or otherwise that the effects
of these omitted (and hence unseen) variables are small.

A final issue that should be mentioned here briefly, before
this book begins the “guided tour,” concerns the implemen-
tation of an econometric model. In some cases one is in-
terested in the value of a parameter, for example, a price
elasticity. One can use a parameter value to see if some
prior thought, like “Do low values of consumer confi-
dence indicators suggest an upcoming recession?” gets
support from the sample data, or to answer questions like
“what is the price elasticity for second-hand comput-
ers?” In other cases, one can use a model for forecasting.
Forecasting entails examining or assuming that the model

considered for one sample can fruitfully be used for another
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sample, without having to estimate the parameters for this
new sample, too. The implicit assumption is then that these
two samples share the same properties. If not, forecasting
using the first sample does not make much sense.

A typical example of a situation where forecasting is rele-
vant concerns samples with time series data. In this case, one
tends to relate an explanatory variable to observations from
its own past or to past observations of other variables. The
question whether yesterday’s NYSE returns correlate (or, ex-
plain) today’s Amsterdam returns might be answered using
the model

ye ~ N(B1 + Baxi—1, 0?). (2.20)

If one believes that past Amsterdam returns have predictive

value for its current returns, one may also consider

yi ~ N(B1 + B2yic1.07), (2.21)

which is a time series model. From (2.21) it follows that, once
one has estimated the parameters with sample data up till

T, a forecast for yr,1 is ,31 + ﬁzyr.

To summarize

This chapter has contained a discussion of a few basic con-
cepts in econometrics, which should provide us with an abil-
ity to follow most of the discussion in chapters 3 and 4.
It should be remembered that for a thorough understand-
ing of these matters, and also for a much better treatment
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including all details, one should really go ahead and dig into
one of the many econometrics textbooks around. So far, T
have only discussed some basic tools, and I did not men-
tion how one arrives at certain results and also how one
can prove various statements. Also, some additional things —
well, in fact a lot more — can be said about all the notions
introduced above, but to be able to understand the material
in chapters 3 and 4, this will basically do.

In chapter 3, I will outline what interesting practical issues
econometricians meet when they aim to answer practically
relevant questions. In my experience, not all textbooks are
equally informative about these issues, and thereby they can
create a gap between theory and practice. In chapter 4, I will
show what applied econometrics can look like.

This brings me to a final point, and that concerns the
question: “what do academic econometricians effectively do,
besides teaching?” Indeed, many economics departments
have one or more academics who specialize in econometrics.
Besides teaching and administration, these academics most
likely spend their time in trying to develop new economet-
ric models (when they face new practical problems that re-
quire such new models), developing new estimation meth-
ods (either for existing models, or of course for the new
ones), and developing new or better diagnostic tests. When
academics believe they have developed something relevant,
they write it up in a paper and try to present their work at
a conference, say, of the Econometric Society, and to have

it published in an international refereed journal. Examples
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of such journals are Econometrica, the Journal of Econometrics,
the Journal of Applied Econometrics, and the Journal of Business
and Economic Statistics. At present, the academic econometric
community is a rather active community with among them
quite a few Nobel laureates. There are many conferences at
which econometricians exchange ideas and new develop-

ments, either theoretically or empirically.
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Econometrics, a guided tour

his chapter serves as a review of several of the issues that
T get raised when one wants to use an econometric model
to answer a practical question. The first section of this chap-
ter outlines why I focus on practical problems and not so
much on economic theories. The next five sections deal
with the five main issues that econometricians have to think
about in practice. First one needs to identify and formulate
the practical question. Then one has to collect the relevant
data that one can consider for answering the question. Next,
one combines these two first steps and in many cases a po-
tentially useful econometric model can be chosen. When
these matters are all dealt with, the empirical analysis of the
model can start. This involves parameter estimation, diag-
nosing model adequacy, and modification of the model if it is
not adequate in some sense. Finally, one tries to implement

the model to answer the question.
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Practical questions

A long time ago, an econometrician was viewed as an assis-
tant to the economic theorist. The theorist came up with a
theory and the econometrician was supposed to collect the
relevant data and to show that the theorist was right. Of
course, things could go wrong, but that was mainly a mat-
ter of concern for the econometrician. In some cases this
is still a source of econometric activity, but in my percep-
tion this is a rather unfruitful strategy. The difference in the
abstraction level of a theory and the practical level of an
econometric model is enormous. One can hardly persist in
believing that an econometric model amounts to an accu-
rate representation of the theory, and hence can be used to
say something about the validity of the theory. Indeed, so
many model assumptions have to be made along the way,
that any of these can establish eventual rejection or con-
firmation of a theory. In plain English, there is not much
that econometricians can do for theorists (see Summers,
1991, for a rather convincing essay with the same conclu-
sion). Additionally, there is also usually no need to test an
economic theory. Economics is not a discipline like physics.
Also, there is not a single way to measure a phenomenon.
For example, there are lots of possible definitions of un-
employment, and their properties can all be different. In
sum, I would not recommend using econometric meth-
ods to (in-)validate economic theories, as there are always

ways out. Also, as Summers argues, the added value of the
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econometric results is only marginal. He says that key contri-
butions to macroeconomic thinking are not made by econo-
metricians, and frankly, I think he is quite right. So instead
of answering a question like “can you prove that my theory
is right?” econometricians should rather focus on down-to-
earth practical questions, which, when properly answered,
can provide interesting insights into the economic issue at
stake. Fellow “metricians” do that too. Psychometricians can
tell us a lot about individual human behavior, sociometri-
cians tell us about empirical group behavior, cliometricians
use advanced methods to interpret historical developments,
and biometricians show us how to interpret biological de-
velopments. So, would econometricians not be able to say
something more about the economy than just a validation
of atheory? Ibelieve they would, and in my view, econome-
tricians should aim to summarize relevant economic data in
the best possible model for a particular question. The answer
to such a question can then be useful to a theorist if s/he is
open to it, but also to forecasters, politicians, and managers.
Hence, there is no need to limit the scope. In fact, one could
even say that econometricians can also discover new statis-
tical regularities in economic data, which in turn might be
of interest to theorists to seek for an explanation.

This view does have consequences for teaching and
understanding econometrics. First, it is usually assumed
that somehow the model is given to the econometrician,
as would be true for theory-testers. Also, one has a strong

belief in the model. The inconvenient suggestion that the
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econometric model is not immediately obvious to the econo-
metrician may also explain why people find econometric
analysis in practice so difficult. As mentioned earlier, a com-
mon question I get from my workshop students is “how do
Istart?” And indeed, there are different models for different
purposes.

An additional assumption often made, which is also some-
thing one rarely encounters in practice, is that the relevant
data are all available and properly measured. This is not al-
ways true, and to me it seems therefore important to discuss
data collection in more detail. This should be done prior to
choosing the model, especially as the type of data often al-
ready partially suggests the shape of the subsequent model.

Therefore, I would like to pay specific attention to these
topics, in reverse order. First, I would like to focus on a
tew questions, and in particular on their degree of precision.
Next, I treat data collection, and after that I discuss how these

two can come together into an econometric model.

Problem formulation

The main issue to be put forward in this section is that any-
one who wants to use an econometric model to answer a
question should bear in mind that the question must be
very precisely stated. If not, then about everything goes,
and the resulting empirical results are not trustworthy, at
least not in relation to the question. An important conse-

quence of such precision is that subsequent decisions depend
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on it. For example, when the aim is to set up a model for
twenty years” ahead forecasting, it is conceivable that such a
model will differ from a model that can answer what is go-
ing on in the first few seconds of a trading day on the stock
market.

To discuss precision, let me first briefly consider the exam-
ple which is also used in Granger (1999, pp. 42-48), and then
proceed with another example. Hall (1978) argues that the
Life-Cycle Permanent Income Hypothesis entails that non-
durable consumption y; can be described by a random walk

model, that is,

Vi =P1+ Bayi-1 + &, (3.1)

with 8, = 1. Leaving aside the assumptions that led to this
theory, and whether they are valid or not, the focus here is
on (3.1). At first sight one would think that this is a rather
precise statement, but unfortunately it is not for two reasons.
The first is that there is no discussion of the observation fre-
quency for which this model should hold. Indeed, as Granger
(1999) also indicates, if this model held for monthly data,
it by definition would not hold for quarterly data, as tem-
poral aggregation entails that the model requires additional
explanatory variables. Additionally, the key aspect of the
theory is that 8, = 1, which in time series jargon is defined
as saying that y, has a unit root. As the last twenty years of
theoretical and empirical econometric research have shown,
statistically testing whether 8, = 1 is notoriously difficult

(and, some say, even impossible). In sum, the theory may
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be nice, but data would not be indicative enough that this
theory could be wrong. It the theory had predicted that non-
durable consumption could be described by (3.1) in which
B> would cover an interval which includes 1, one would
have had a better chance.

Another frequently encountered hypothesis, predomi-
nantly of interest in finance, is the efficient market hypoth-
esis. This hypothesis goes back to Samuelson (1965) who
proves that the best forecast for the value of the next
stock price P;4; equals the current price. Campbell, Lo and
MacKinlay (1997) provide an interesting review of an array
of methods to examine whether this theory holds. One of
these is to see whether the natural log transformed price

series can be described by
log P, = log P,_1 + &, (3.2)

where ¢; is assumed to have mean zero and variance o2.
Sometimes it is even assumed that &, is normally distributed.
This hypothesis makes sense, as if all traders knew the same,
then arbitrage opportunities would not exist or would at
least disappear very quickly. The key issue, however, is
whether traders have the same information and if they all
interpret it in the same way. Also, if (3.2) were true, can
stock market crashes happen? Hence, again it seems that
though (3.2) looks like a rather precise statement, to really
be able to be a bit more conclusive on whether people trade
efficiently on average, it seems that one should sit next to
traders and to ask them why they do what they do. And
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does (3.2) hold for every minute or second of a trading day,
and does it hold for all stocks or only for aggregates?

There are many more illustrative examples we could give,
but the above two should suffice to indicate that, at least to
me, it seems that testing an economic theory is perhaps not
a good starting point for the specification of an econometric
model. Indeed, when the data reject the theory, the theorist
will say that the econometrician must have done something
wrong, and when there is no rejection, the theorist is happy,
but fellow econometricians may come along to say that one
used an inappropriate method. This, by the way, is perhaps
one of the main reasons that econometricians still (in 2002)
do not know what is the best method to test for the so-called
random walk hypothesis, that is, 8, = 1 in (3.1). Second, the
above examples show that the specification of an economet-
ric model also needs input from the properties of the data
relevant to the problem at hand.

One may now wonder how one should come up with
more precise guidelines for the construction of an econo-
metric model. These guidelines should follow from rather
precise questions. Examples of a few of these questions ap-
pear in chapter 4, but here I discuss a few. Going back to
the examples above, one way to get insights in whether a
theory makes sense is not to ask whether a random walk
model fits the data, but to ask “how can I beat the ran-
dom walk?” which is effectively done in various empirical
studies. Additionally, in order to give a model a fair chance,

by refining this question, one may think of asking “how
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can I beat the random walk in out-of-sample forecast-
ing?” As the random walk model is rather powerful when it
comes to one-step-ahead forecasting, and this holds almost
uniformly across economic and other disciplines, an even
more precise statement is “can I construct an economet-
ric model that beats the random walk in forecasting
many steps ahead?” Indeed, if one removes from the ran-
dom walk model even for faraway horizons, the econometric
model is not of much value, as the ten-step-ahead forecast
from (3.1) is simply log Pry10 = log Pr.

Aggregation over time or individuals matters, too. If one
believes that total nondurable consumption follows a ran-
dom walk, how should all of its components behave? So, it
may pay off just to zoom in on one of the components and to
examine its behavior. For example, a question can be “are
mid-sized cars equally expensive in Japan and in the
USA, after correction for the exchange rate between
these two countries?” Leaving aside whether this is in-
teresting or not, it seems a better question than “does the
purchasing power parity hypothesis hold for Japan
and the USA?” Note that the question has its origins in
economic theoretical considerations. Economic theory often
says something about the long run. Hence by definition one
is barely able to verity the resulting statements. Therefore, a
focus on short-run statements might be much more fruitful.
For example, a question that incorporates this is “if there
is some potential of predicting the next period stock
return of a company, for how many steps ahead can
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I use this information?” and another is “how long do
deviations from a long-run price equilibrium in Japan
and the USA last?”

So far, I have discussed examples which somehow match
with an economic theory, as this seems to correspond with
a common notion in econometrics. Of course, this does not
have to be the case, and many practical questions faced by
an econometrician do not originate from economic theo-
ries. One may simply be interested in the correlation across
variables, while acknowledging the possibility that other
variables of less interest also have an effect. For example,
“what is the price elasticity of coffee in this super-
market, and does it differ across brands?” or “did the
recent employment program lead to more new jobs
than there would have been without it?” or “do so-
called psychological barriers, like 10,000 points, have
an effect on stock market volatility?” One may also be
interested in just forecasting various steps ahead. So, a rel-
evant question can be “can I get an accurate forecast
for next month’s new car sales?” or “do London FTSE
daily stock returns have predictive content for the
Nikkei returns?” or “what is the time lag between ex-
plosive growth in hardware sales and the take-off in
software sales, and can this be used for out-of-sample
forecasting of software sales?”

Another use of econometric models amounts to, in fact,

historical analysis. Indeed, there have been several post-war
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macroeconomic recessions, and one may wonder whether
there were any indicators which could have predicted a re-
cession. If so, one might use the same indicators to suggest
the likelihood of future recessions. Hence, relevant ques-
tions can be “did wage rigidity lead to excessive unem-
ployment prior to recessions?” or “do monthly ob-
served consumer sentiment indicators have predic-
tive value for retail sales? or “is a higher demand for
money a sign of an upcoming recession?” Note that one
still needs to define what a “recession” is, but there are con-
sensus definitions around. For other examples above, the
same remarks can be made on measurement, and therefore
I turn to this topic in the next section.

In sum, I argue that simply following many of the avail-
able economic theories does not lead to precise enough state-
ments which can fruitfully be translated into a useful econo-
metric model. Of course, if there are any theoretical argu-
ments around, it is unwise to dismiss them, but otherwise
one needs to introduce more precision. When doing so, it is
good to bear in mind that theories usually deal with aggre-

" ou

gate measures, like “inflation,” “unemployment,” or “sales,”
while the econometrician can make a selection among lots
of inflation series, unemployment in various categories and
in various countries, and among sales across lots of stores,
products, brands, and time. Hence, before one formulates a
practical question which may lead to an econometric model,

one first needs to have a look at the available data.
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Data collection

The issue of data collection is rarely addressed in economet-
ric textbooks, but also in applied econometric work there
is rarely a discussion on why and how one did collect the
data that were used in the applied study. This may seem a
bit odd, as it is well understood that the final conclusions in
all studies crucially depend on the nature and quality of the
data selected. In this section I say a few words on this matter
by first discussing some data sources, and then mentioning
something about data transformations and frequently en-

countered problems with empirical data.

Data sources

Before one starts collecting data, it is important to define
what one means by certain variables in the practical ques-
tion. In various economic disciplines it can be fairly clear
how one should collect data. In finance, for example, there
isno debate as to what today’s closing rate of the Amsterdam
Stock Exchange index is. However, in the same area one
has to deal with concepts as “emerging markets” or “AAA-
rated firms,” and these are all just defined from the outset.
In marketing it is pretty obvious what dollar sales are, but
how should one measure the price? Is the relevant price
the price with (the shelf price) or without price promo-
tions? At a more aggregated level, these issues become even
more pronounced. What exactly is “industrial production”

or “durable consumption?” And, what is “inflation?” Does
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inflation measure all products, including high-tech comput-
ers, and, if so, how many of these are included in the basket,
which also contains eggs, toilet paper, and cars? Too many
questions, possibly, but it does give a clear suggestion that
questions like “is the current high inflation a sign of up-
coming increases in wages?” or “are emerging finan-
cial markets less stable than developed markets?” are
far from trivial to answer.

There are various sources for economic data that can be
considered for an econometric model. Roughly speaking,
there are three main types of data. A first type is what is
called cross-section data. Usually this concerns observations
on 7 individuals, where one should read “individuals” in a
broad sense, as it can also concern other entities like firms
and countries. Sample sizes can be like 100 or 1,000, but
larger than 10,000 is quite rare. Sometimes one can collect
information by actual measurement using annual reports of
firms or actual tax statements of individuals. In other cases,
one has to collect the data using a survey or by conducting an
experiment. It should also be stressed that actual measure-
ments are usually what are called revealed preference data (RP),
and hence these data concern what actually happened. In
some cases, one cannot get such RP data — as, for example,
the sales of a new product that are not yet available. In
that case one can resort to collecting stated preference data
(SP). One should then hope that these SP data have predic-
tive value for the eventually revealed preferences, although

in some situations one may use these two data sources in
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combination (see Louviere, Hensher and Swait, 2000 and
Verhoef, Franses and Hoekstra, 2001 for recent accounts).
A second source of economic data concerns repeated cross-
sections, meaning that one observes the behavior of indi-
viduals over time. When these are the same individuals,
the resulting data are called panel data. Examples of panel
data are household panels who document all purchases in
each week, or panels of countries for which certain eco-
nomic characteristics are observed, or panels of firms for
which financial variables have been measured over a num-
ber of years. One reason why one might consider panel data
is that there may be some common properties across the
individuals over time, such that there is no need to con-
sider n independent regression models. For example, sup-
pose one has data on » individuals for T time periods, then
one may consider extending the standard linear regression

model as
Yie = Bi1 + Bi2Xis + &is, (3.3)

where the index (i, f) concerns an observation for individual
i at time ¢. One may now assume that 8; ; = 8; and ;> =

B2, but one can also consider for example that

Bia ~ N(B2.03). (3.4)

One then says that, averaged over individuals and time, the
effect of the explanatory variable is 8,, but that there are
possible deviations from this effect across the individuals.

Panel data are not as widely available as cross-section data.
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Usually, one has to collect them oneself, and this can amount
to a lot of work.

A third source of data can be viewed as a condensed panel
data set, where either the number of individuals is equal
to 1 or where the data have been averaged over the » in-
dividuals resulting in a single variable. Examples are daily
stock returns for Royal Dutch Petroleum and returns on the
Amsterdam Stock Exchange, respectively. Note that time
series data in turn can also be aggregated over time — that
is, stock market data can be available for each second, one
minute, five minutes, days, months, and years. Macroeco-
nomic data are usually available on a monthly basis, while
sales and market shares are typically obtained at a weekly
frequency. Time series data have become quite popular for
analysis since 1980. Perhaps this is mainly owing to the fact
that they can be obtained more easily than panels and cross-
sections. Statistical agencies publish macroeconomic indica-
tors, various companies provide financial data, and some
market research firms are willing to give one a look at their
data sources (although usually with a time lag of a couple
of years).

The natural question is of course “which data source
should I use?” Assuming that the observations are reli-
able, the common answer would be “the more, the better.”
Indeed, if one aims at answering “does inflation lead to
fewer retail sales?” one can opt for analyzing quarterly
observed macroeconomic data. However, if one can also

analyze a panel of 4,000 households who document their
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purchases and the associated prices during a few years, one
might get more precise answers. In fact, in general, the more
data one has, the more precise one can be. Also, the nature
of the question can be adjusted. If those 4,000 households
live spread over the country and do shopping in a variety
of retail stores, one might believe that their joint behav-
ior reflects total retail sales. However, if one measures only
clothing and shoe sales, then the information from the panel
is limited, at least for the particular question on average in-
flation. At the other end, if there are almost no data, one
should be more modest in the question. An assignment to
predict sales for the next ten years while only three years of
annual data are available is possible only if one copies the
results for other, say, countries.

More data, however, usually also implies more model, in
the sense that the econometric model becomes more com-
plicated and the corresponding parameter estimators might
become more involved. Indeed, one can quickly appreciate
that the estimator for 8, in (3.4) is more involved than that
for the B, in the standard regression model. Hence, other
data and other models may lead to other estimators. Also,
for cross-sectional data it may be more easy to assume that
the data constitute a random sample. For time series obser-
vations this is a little more difficult as tomorrow’s observa-
tion on inflation will on average depend heavily on today’s
inflation. Usually, this is not so much of a problem, although
it can happen that if one forgets about this time-dependency

of time series observations, one can get spurious results. For
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example, suppose a sales variable S; in dollars can be de-

scribed by a so-called first order autoregressive model, that is,
S =p1+ 02851+ &, (3.5)

and that the firm takes for advertising A, the budgeting rule
that

A[ =51 +82SI_1 =+ v, (36)

where v; measures some erratic deviations from this budget-
ing rule. Hence, current advertising is a fraction of previous
sales. One can now easily find an effect of advertising on

sales from the regression model
Ss=1n+ 04+, (3.7)

that is, a significant value of 7,, while in reality there is no
direct effect of advertising on sales. This effect immediately
disappears when one also includes S;_; in (3.7), thereby in-
dicating that the past of the sales variable should be included
in order to prevent one drawing inappropriate conclusions.

Finally, an often-heard question is “how many data
should I collect?” Interestingly, this question is hard and
often not possible to answer. The main reason is that one
rarely knows all the properties of the sample observations.
If one knew this, then one could say something about the
sample size. For example, when tossing a coin one knows
the population, and one can ask “how many coins do
I need to analyze such that I can say with 99.9 per
cent confidence that the coins in the population are
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all proper coins?” However, if the DGP entails the relations
between one dependent variable and many explanatory
variables, one most likely has no clue. What is certain,
though, is that if one can collect disaggregated data, these are
to be preferred for the simple reason that one can al-
ways aggregate disaggregated data but usually not the other
way around. Moreover, one should bear in mind that the
entire analysis assumes that the data originate from one
and the same DGP. When one aims to forecast next month'’s
total inflation (all items), it may be doubtful whether pre-
war data are useful for this exercise. Indeed, one may think
that these data are to be associated with another era, and
also that they must have concerned many different goods

than the ones included nowadays.

Data transformations
It is quite common that econometricians or other individu-
als transform the observed data prior to analysis. Such trans-
formations can concern aggregation over individuals or over
time, but other linear and nonlinear transformations are also
possible. Whatever transformation is used, it is important to
be aware of the fact that these transformations can have an
effect on the interpretation of the model and its parameters
and it can have an effect on estimators, as they might need
correction.

A common transformation is aggregation. Examples of ag-
gregated variables, where aggregation concerns individual
variables, are the Standard and Poor’s 500 stock index

— 52—



Econometrics, a guided tour

(S&P500), total industrial production, total retail sales in all
stores of a certain chain, and inflation. It is important to
understand that the properties of the underlying individual
series get reflected in the aggregated variable. In many cases
this is not something to become very nervous about, but it
may be useful for further analysis. If one analyzes volatility
in S&P500 returns, it can be of interest to assign the source
of this volatility to just one or two of its components. A
possibly relevant question is then “is excess volatility in
the SP500 due to excess volatility in oil-based assets?”
Furthermore, examples of variables which are the result of
temporal aggregation are annual retail sales, monthly stock
returns, and quarterly industrial production, as these vari-
ables are typically measured at a higher frequency.

The interesting aspect of aggregation is that there are no
rules whatsoever to decide on the optimal level of aggrega-
tion, if such a concept did exist. Hence, it can sometimes be
wise to analyze the components and then join the results
in order to examine the aggregate, but sometimes it is not.
For example, in order to forecast all-items inflation, would
it be sensible to forecast all component inflation series and
then aggregate the forecasts, or is it better to consider the
aggregate right away? Well, this all depends on the prop-
erties of these series. For example, if the component series
suffer from structural breaks, but these happen at the same
time, using the last series seems most convenient. The same
holds true for temporal aggregation. Suppose one has to an-

swer “what are the best forecasts for next year’s new
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computer sales?” one can make a choice between mod-
eling the annual data and generating forecasts or modeling
the monthly data (assuming these are available), generat-
ing twelve forecasts and then aggregating these. As far as I
know, there is no firm rule that says that one is better than
the other. However, if one does have a choice, it seems sen-
sible to consider the data which are most easily summarized
in a model.

Where one does not have enough data, one may try to
create more by interpolation. Suppose there are only annual
data available and one needs to say something about the
quarterly data, one can sometimes create these data by in-
terpolation. Such interpolation can, for example, be based
on the intra-year patterns of other variables. In fact, it so
happens that, prior to the 1970s, some macroeconomic vari-
ables for some countries were constructed along these lines.
This means that when one is constructing an econometric
model for early data, one might end up modeling the very
method that was used to create the data. In other words, it
seems useful to check with the data provider how the data
were collected.

Another way of creating more time series data amounts
to generating overlapping data. Suppose one has only five
years’ of quarterly data, then one can also create annual
data by each time considering four consecutive quarters.
As such, one can create fourteen observations on annual
data, where of course these observations have become tem-

porally dependent. Owing to this, one needs to modify
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certain estimators. Take for example the basic case where
there is a sample of T+ g — 1 observations on a variable x,,
with ¢ indicating the degree of overlap, where it is known
that

x; ~ N(0, o?). (3.8)

Next, suppose one considers the g-period overlapping vari-

able y; which is constructed as

yi=x1+x2+ -+ x4, (3.9)
Ya2=Xa2+Xx3+ -+ X115, (3.10)
Yr=Xr+Xr41+ -+ Xr4g-1. (3.11)

Given (3.8), the variance of y, is go2. In Bod et al. (2002) it is
derived that an unbiased estimator for this variance is equal

to

—_ )2 — )2 ... — )2
62— (Y1 — )"+ (y2 — i) 14;2_1 + (yr — it) . (3.12)
T—q+355
where [ is the sample mean of y,. Campbell, Lo and

MacKinlay (1997) consider another factor than

1g°2—-1
T — il
1377

but this does not give an unbiased estimator. The main

El

purpose of this exercise is to show that seemingly simple
transformations of data can lead to rather complicated ex-
pressions of useful estimators. Notice that one can find out
about these expressions only if one knows how the data got

constructed. If one does not, which in this case means that
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the value of ¢ would be unknown, then there is not much
an econometrician can do.

The familiar situation where econometricians may have
to handle data that someone else has created, without telling
exactly how, emerges when one has to analyze season-
ally adjusted data (where adjustment was done using what
is called the Census X-12 technique). Such data usually
amount to filtered original data, where the exact filter can be
unknown. In other words, the econometrician has to handle
estimated data, being unaware of the associated confidence
bounds in most cases. To my knowledge, seasonal adjust-
ment happens only in macroeconomics, also perhaps owing
to the fact that statements like “the Dow Jones went up
today, but, as it is Monday, it really went down” would
be widely considered as hilarious. Nowadays one tends also
to make available the original data, and hence one can use
these to make econometric models. This is an important
issue in macroeconometric modeling as Census X-12 sea-
sonally adjusted data are effectively also not meant to get
summarized by models. First of all, owing to the seasonal
adjustment treatment the data tend to get properties they
did not have before, and also important information gets
lost. Second, one cannot analyze the estimated residuals in
the corresponding models and try to assign an interpretation
to these in terms of innovations, as the relevant information
is filtered out too. Finally, out-of-sample forecasts of season-
ally adjusted data are hard to evaluate as the adjusted data

simply do not get observed. In sum, when one is able to use
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the raw data for econometric models, it is always better to
do so (see also Franses, 2001).

Finally, there are also a few reasonably harmless data
transformations, and they usually amount to taking squares
or natural logarithms of the data. For example in the

model
logy; = B1 + B2 log x; + &i, (3.13)

the parameter $, is a constant elasticity, while in the original
regression model without logs the elasticity would be ﬁzf.
Even though econometricians tend to routinely apply the
log transformation, it is good to bear in mind what it does to
the model. Finally, in some cases one may want to forecast
levels, like the amount of individuals who are unemployed,
as well as growth rates, which can be approximated by log
Xx; —logx;—;. The model for y; can also be used for getting
forecasts for these growth rates, but there is no particular

reason why this should always hold.

Data problems

A topic that is even more often overlooked in economet-
rics textbooks, and hence for which many students are of-
ten totally unprepared when they make their first steps into
practice, concerns data problems. Obviously, itis not a pleas-
ant topic, but it is something that simply cannot be ignored.
There are various types of data problems, but the most fre-
quently encountered ones are missing data and the possibility

that the collected data are not random. The combination of

—+ 57—



A Concise Introduction to Econometrics

the two is the worst, and this can occur quite frequently
when conducting surveys among individuals.

Missing data can concern missing observations on rele-
vant variables, but it may also concern having no obser-
vations on relevant variables. The last situation is usually
known as the omitted variables problem. Unfortunately it is
difficult to avoid suffering from omitted variables, and usu-
ally it is hoped that these variables are either not too impor-
tant or that they are somehow unrelated to the others.

Sometimes there are ways of getting around omitted vari-
ables. For example, in surveys where one asks individuals to
agree or disagree with statements and where one observes
some individual-specific characteristics, it is quite likely that
these characteristics cannot fully explain people’s attitudes
and opinions. This means that the standard regression model
cannot fully describe the relation between the y; variable and
the x; variables. One way out of this is to translate this so-
called unobserved heterogeneity into varying parameters. This
approach is pretty popular in marketing research.

This first type of missing data concerns a lack of data for
one or more of the potentially useful variables. An obvious
example is annual time series data for which the interme-
diate quarterly data are not available. Another frequently
occurring example for cross-section data is that surveyed
individuals do not answer all questions. If this happens at
random - for example, because one has lost pages of the
questionnaires for a few individuals — then one may think

of replacing the missing data by average values, obtained
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from the completed surveys. This method of imputation is
often applied, and if one has to work with such a data set it
is always important to ask the data provider what s/he actu-
ally did. Sometimes, imputation is a little more complicated,
as one then replaces the missing observation by some fore-
cast from a model for the other data or one asks the question
in a more clever way. The latter means that one might get
answers to questions people feel uncomfortable with in an-
swering, like in the USA “do you or did you ever smoke
marihuana?” or in the Netherlands “what is your monthly
income?” Finally, it is also possible that you simply sent the
questionnaires to the wrong individuals. For example, if one
sent out a questionnaire to managers asking them “do you
use advanced models for your everyday decisions?”
they would obviously say “no,” simply because it is not their
job to use these models.

The problem with many missing data, however, is that
they rarely are missing at random. In fact, it seems always
wise to ask the question: why are some data missing? When
one is following households and their purchase behavior
over time, then some households may decide to quit. If
this decision is based on the fact that they move to another
country, there should not be much of a problem, but if this
decision is based on the fact that they became bored with
becoming so price-aware, then the very reason to observe
these households in the first place (which is to examine
price-sensitivity) causes people to quit. This is what is called

nonrandom attrition, and one has to take account of it when
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computing price elasticities. The opposite of attrition is that
only a few people are in the sample and that being a member
of that group is established by the very topic of interest. For
example, one can examine why and how much individuals
donate to charity only if they received an invitation letter to
do so. That is, those who do not receive a direct mailing do
not donate. Interestingly, according to most currently avail-
able so-called “targeting rules,” those who receive a letter
have often donated frequently in the past (see also chapter 4
below).

A nonrandom sample usually introduces a sample selection
bias. Although the phrase sample selection sounds like “se-
lecting a sample for analysis,” which sounds not harmful,
in reality it is. If one does not account for the nonrandom-
ness of the sample, many empirical outcomes will be flawed.
For example, take a school reunion and suppose one is inter-
ested in measuring the average salary of the school’s alumni.
Anyone who feels unsuccessful in life might not be there,
which implies that one might easily overrate the quality of
the school. This example already suggests that the estimator
for the average salary is biased.

Roughly speaking, there are two ways out in case of sam-
ple selection effects. The first is to also keep on collecting data
for the group of individuals who are underrepresented. This
might be very costly or sometimes impossible, and therefore
the second option, which is to adapt the estimator, is most

commonly considered. There is an abundance of correcting
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estimators, and this area is certainly not recommended as
a first foray into econometrics. The main idea is that one
somehow incorporates the selection process into the model.
Hence, the model can consist of two components, one which
describes how the data were collected, and one the model
of interest.

Finally, another data problem occurs when some observa-
tions have an unduly large effect on inference. These obser-
vations may be labeled as influential observations. Such obser-
vations can be owing to keying errors, and hence one says
that they are not really of interest to the econometrician,
or they may just simply be large owing to some combina-
tion of factors. A good example is the stock market crash in
1987, which on Monday September 19 amounted to a neg-
ative Dow Jones return of 22.8 per cent. This can hardly be
viewed as a keying error, but the question is to what extent
this value is excessive, in the sense that no model could have
predicted such a large and negative return. In other words,
might it be that part of the observation has nothing to do
with the underlying DGP? Hence, one may wonder whether
this observation could somehow be discounted when esti-
mating parameters. If one wants to do so, one has to rely
on robust estimation methods. Basically, robust estimation can

amount to finding the parameters which minimize

52 — wi(y1 — Br — Bax1)2 + - A+ Wa(yn — B1 — Baxn)?
n

’

(3.14)
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where the weights w; are to be assigned by the researcher.
There are ways to let the data tell you which observations
get which weights. Note that this approach can also be used
to handle structural breaks — that is, when some parts of the
data look different from others.

To conclude, when analyzing data one should always
wonder “where do the data come from?” and “how
were they collected?” and also “can it possibly be that
not all relevant data are available, and hence that the
sample is perhaps not random?” If one trusts there are
no problems, one can proceed with the search for a proper
model. Otherwise, one first needs to collect more or better

data, or adapt the estimators to this situation.

Choice of an econometric model

This and the next section deal with the aspects which are
treated in many textbooks. I will be rather brief on these is-
sues, as I believe that if one has clear ideas about the practical
question — that is, one has been able to precisely formulate
it —and that one is confident that the relevant data are avail-
able and are properly measured, the subsequent steps are
sometimes not that complicated. Of course, one needs ex-
perience and skill for this. I do not mean to say that it is all
easy — that is, that parameter estimation is easy, that vari-
able selection is easy, that using diagnostic measures is easy.
However, it is my belief that once one has precise ideas of

how to answer the question and one has the data, two very
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important steps have been made. In sum, it is from now on
assumed that one knows what y; or y, is and one knows the
explanatory variables, and that one has observations on all
these variables.

Our attention is now confined to the selection of a useful
and relevant econometric model. Note that I do not mean
variable selection here, as this amounts to looking for the best
x;s (among other candidates) to explain y;. The focus is on

selecting a model like
yi ~ N(B1 + Baxi, 02). (3.15)

Obviously, the normal distribution is not the only distribu-
tion around, and indeed there are many other distributions.
Some knowledge of these can come in handy now, as some-
times the y; can be hardly called a normal variable, not even
conditional on explanatory variables. For example, there are
applications where y; can take only the values 1 and 0, where
1 denotes “yes, this individual donated to charity” and 0
means “no, s/he did not donate.” A simple idea to see how
one can handle such a binary dependent variable is to replace
the normal distribution in (3.15) by the Bernoulli distribu-
tion (see also Franses and Paap, 2001, for similar treatments
of various other types of variables which typically occur in
marketing research). In general, one can write for such a

binary variable
yi ~ B(m), (3.16)

where 7 is the unknown parameter. When tossing a coin,

one knows that 7 in the population is 0.5. As in the linear
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regression model, one can now replace & by an expression
which reflects that it is conditional on an explanatory vari-
able. As & is a probability and hence is bounded between 0
and 1, one choice could be to replace & by F (%), where
F(.) is a function which gives values between 0 and 1. If F(.)
is the cumulative density function (cdf) of the standard nor-
mal distribution, this model is the probit model. Note by the
way that this model seeks to relate an explanatory variable
x; with the probability that y; is 1 or 0 and not with the exact
value of y;.

In sum, the choice for the proper econometric model
heavily depends on the properties of y;. The properties of
the explanatory variables are often of less relevance, and
hence the focus is not so much on the x; variables here. As
some econometric models are not linear in the parameters,
as also is the probit model above, it can be useful to exam-
ine the meaning of the parameters and the genuine effect
of changes in x;. A simple tool for this is to examine the
elasticities of x; on y;.

Once one has decided on the type of model, one some-
times needs to make a further choice between various com-
petitors by examining what the models actually can do and
what they mean. This is particularly relevant when analyz-
ing time series data, as there are models that can generate
data with the very same features. To provide an example,

consider the model

Ve=8+y1+é&, (3.17)
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and compare it with
yt=,LL+(St+8[, (318)

wheret = 1, 2,..., T, and where ¢, is an unpredictable zero-
mean variable with variance o2. It is easy to understand that
(3.18) can describe a variable which displays a trending pat-
tern, simply owing to the fact that the model contains the
trend variable ¢t. However, the model in (3.17) can also de-
scribe a variable with a trend. This can be understood from
the fact that at any time ¢, the observation equals the previ-
ous one plus some value §, on average. Indeed, when the § in
the two equations is the same, and the variance of ¢, is rea-
sonably small, one has serious trouble making a distinction
between the two by just looking at their graphs. However,
the two models are fundamentally different for various rea-
sons, one of which can be understood from looking at their
forecasts. Suppose one needs to forecast two steps ahead,
which seems quite reasonable for a trending variable, then
for the model in (3.17) the observation at T 4 2 is

V142 =28+ yr +éer42 + E741. (3.19)

As the best forecasts for the innovations are 0, the effective
forecast boils down to 28 + y;, which gives a squared forecast
error of 202, as one misses out er4, and 7., which are
assumed to be independent. When one considers the model
in (3.18), the observation at T + 2 is

Vr42 =+ (T +2) + 742, (3.20)
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and the squared forecast error here is just o2. So, even
though both models can describe a trending variable with
the same trend, the first model yields more uncertainty
about its forecasts than the second. The distinction between
the two models in practice is rather difficult. It has been
bothering academic econometricians now for the last two
decades, under the heading of “festing for unit roots.”

In sum, in many cases the way the dependent variable
has been observed dictates the ultimate shape of the econo-
metric model. In various other cases, one should be aware of
the possibility that different — or, at least, different-looking —
models can be used for the same purposes. If they do, one
may need to make a further selection between these models.
A possible complexity is then that the models may not be
nested. This means that one model does not pop up from the
other when one or more parameters are set equal to zero.
In fact, the two models in (3.17) and (3.18) are not nested,
although one can combine the explanatory variables into a
single model.

Empirical analysis

There are a lot of issues still to consider once one has a clear
sight of the practical question, the data and the model. The
first issue is that one needs to estimate the unknown parame-
ters. There are many ways of doing that, and various empiri-
cal considerations can also point towards alternatives. Next,

one needs to diagnose whether the model is in some sense
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good or not. This is rather important as a serious mismatch
between the model and the data implies that all conclusions
are flawed. Finally, one can try to modify the model if this

turns out to be necessary.

Estimation of parameters
In chapter 2 one could already see that it is possible to
estimate unknown parameters, and, with these and their
associated standard errors, to say something about their
relevance. Indeed, one does not really know whether price
promotions lead to more sales, and hence data and a model
can indicate if this is perhaps the case, with some de-
gree of confidence. It is important to stress here again that
the phrase “estimate” should be taken rather seriously, as
one can never be sure with practical data. The only thing we
are sure of is a statement like “with 100 per cent confidence
I forecast that tomorrow’s weather can be like anything,”
but those statements would not generate great confidence
in one’s forecasting abilities. Econometricians therefore tend
to say that “with 95 per cent confidence it is believed
that price promotions lead to more sales,” which is the
same statement as “the effect of price promotions on
sales is not zero at the 5 per cent significance level.”
As estimation entails saying something about what is un-
known, one can imagine that there are more ways to esti-
mate parameters than the OLS method already discussed.
In fact, finding out new ways of estimating parameters

for old and new models is one of the favorite pastimes of
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academic econometricians. A nice feature these days is that
one can evaluate various methods using computer simula-
tions. Econometricians can sometimes rely on formal proofs
that one estimator is more efficient than another, but in
other cases one can set up numerical experiments to see
which estimator is best. A drawback of these simulation
experiments, which are usually called Monte Carlo simula-
tions, is that they can be dependent on the simulation de-
sign, while mathematical proofs would make differences be-
tween assumptions very clear. The omnipresent focus on
estimation in textbooks is of course initiated by the fact
that without estimated values for unknown parameters, the
whole exercise of trying to answer a question stops. Ad-
ditionally, inappropriate estimators can lead to rather silly
results, even for a large sample. Bod et al. (2002) show that
the consistent but not unbiased estimator of the variance
of overlapping returns gives rather poor outcomes even in
large samples. Hence, working through the mathematics to
get an unbiased estimator, as Bod et al. (2002) did, really
pays off. In other cases, as Den Haan and Levin (1997) lu-
cidly illustrate, the performance of rival estimators might
become noticeably different only when there are so many
observations as one in reality rarely has. For practical pur-
poses it is always good to know whether the estimator
works.

There are various other methods to estimate parame-
ters than simply using OLS. One type of method still takes
on board the idea of least squares, but it allows for data
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features or model mistakes and takes these into account
when estimating the parameters. An example of a specific
data feature concerns influential observations. An example
of a model mistake concerns the assumption that all ¢; have
a common variance while in reality it is 0. Such methods
are simply called generalized least squares. Another often-used
variant is nonlinear least squares, which is usually applied to
models which include variables which, as one says, are non-
linear in the parameters, such as ﬂzx}’ .

A common phrase when estimating model parameters is
the degrees of freedom. This is a rather fascinating concept,
which can be viewed as the difference between the number
of observations in the sample and the number of unknown
parameters that one needs to estimate. Zero degrees of free-
dom occur when there is not much to say about uncertainty.
Going back to the one-variable regression model, if one has
only two pairs of observations on y and x, then A, and B,
give a perfect fit. This seems nice, but it is not, as one cannot
say anything about the quality of the estimated parameter
values. Perhaps this is even more clear when one tosses a
coin just once. It is certain that the coin will indicate either
heads or tails, but obtaining heads once does not allow us
to say anything about the underlying population. Here we
see a trade-off between fit and uncertainty which is not that
trivial. Having a lot degrees of freedom allows one to make
statements with greater confidence, while having no free-
dom left renders a perfect fit. Again, this last precision is

just seemingly useful, as if one had tossed another coin, or
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taken two other pairs of data on y and x, one could have
concluded something completely different. Hence, the rule
of thumb for most econometricians is to try and have as
many degrees of freedom as possible. This usually means
that one tries to arrive at a rather parsimonious model, which
entails not too many variables, and hence not too many pa-
rameters to estimate.

There are at least two approaches to estimation which
are rather different from least squares in a more philo-
sophical sense, although it must be stressed that sometimes
one would not get very different answers to practical ques-
tions. The first is what is called the Maximum Likelihood (ML)
method. In words, the ML method tries to find those ,3 1 and
B in the standard regression model which imply that the
observed values for y; are the most likely values. This is quite
a nice concept as it asks, for example, what is behind the ob-
served retail sales that most likely generated these data. As
such, the ML method becomes intermediary between the
observations in the sample and the DGP with its unknown
properties. For some models, like for example the probit
model discussed earlier, the ML method is the most reliable
method, while for other models one may want to choose
between least squares and ML.

Another frequently applied method is the so-called
Bayesian method. The Bayesian method abstains from the
notion that one might repeat drawing samples from a popu-
lation. When tossing a coin one can do that, but when ana-

lyzing, say, quarterly per capita GDP, one cannot. Indeed,
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there is only one observation on GDP each quarter, and
having another look at the data does not give another value.
The sample is taken as the starting point and the question
asked “can we learn about the data given that we mea-
sure them only once?” If the model is well specified, and
with prior thoughts about the parameter values, one can
use the sample observations to get what is called a posterior
distribution of the parameters. Hence, it is not only the distri-
butional assumption that gives a confidence interval, it is the
combined effort of the data, the model, and the prior. This
implies that Bayesian econometricians have a strong belief
in the quality of their model (although there are ways to as-
sign uncertainty to that, too), that they need to be confident
about their priors, and that they are also able to commu-
nicate the relevance of these priors. Bayesian analysis used
to be technically difficult and computationally demanding,
but with modern computer power many problems can be
solved by using simulation techniques (see Paap, 2002 for
an excellent survey).

Now it does so happen that some Bayesian econometri-
cians and some least squares or ML econometricians believe
that they have universal truth on their side. Indeed, the
two self-proclaimed philosophies do approach econometric
analysis from different angles but, to me, there seems to be
value in both. Also, for answering practical questions it is
merely a matter of taste or convenience than that one can
really demonstrate that one approach persistently leads to

radically different answers than the other.
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Finally, many estimation routines have been encapsulated
in commercial statistical software packages. The basic activ-
ity of these packages is to estimate parameters, as the re-
searcher has to import the data, define the model, and has
to interpret the results. So, all programs just do the estima-
tion. By the way, current packages are quite smart, which
means they do not crash when something goes wrong (as
they did when I was a student and made a keying error).
The user gets information that s/he is trying to divide some
number by zero or that a matrix can not be inverted. How-
ever, some programs keep on calmly computing things, and
sometimes deliver crazy values. Hence, one should always
have a good look at what the end results are, and make sure
that these make sense. A common rule is that when one gets
a parameter value with an associated standard error which
is more than a million times the parameter, one has tried to
estimate an unidentified parameter, which by definition can
take any value.

Sometimes people ask which programs I use or can rec-
ommend, and I must admit I have no clue, as T have experi-
ence only with the program(s) I use myself. There are many
journals which publish software reviews, and there is lively
discussion and program exchange on the web, and I would

recommend anyone to have a look there.
Diagnostics

When the model has been specified and the parameters have
been estimated, it is time to diagnose if the model makes
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any sense. It would be optimal if one could see if the model
somehow adequately reflects the DGP, but as this is un-
known one has to resort to studying the properties of the
model, and often mainly of its estimated error term. Indeed,
if the starting-point is that ¢; is distributed as normal with
mean zero and common variance o2, one can see whether
this holds approximately for the estimated errors. In a sense,
one can view this as trying to find a model for the estimated
errors. If one succeeds in that, the original model was not
adequately specified as there is some additional information
in the error term that was missed in the first round.

There are many diagnostic measures around, and aca-
demic studies on these measures usually start with the
phrase “testing for...” For these tests the same situation
holds as for estimation methods — that is, that academics de-
sign new measures and try to see whether the new ones are
better than the old ones in simulations. This leads to many
publications on tests, and in turn to a dismissal of old and
less useful ones. For example, the famous Durbin—Watson
test, which was one of the first tests around and marked the
beginning of an era of testing econometric models, appears
to be useful only in very exceptional situations and hence is
not much seen in use today. All commercial computer pro-
grams deliver these test values, but in most instances it is
unclear what to do with them.

There are two main types of tests. The first type aims to
provide an overall picture by judging whether the model

is well specified or not. In fact, it aims to indicate whether
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something is wrong without telling what. This is usually
called a portmanteau test or a model specification test. The con-
clusion from these tests is either that the model is not bad,
or that it is, with some degree of confidence. In the first in-
stance, one can start using the model, in the second, one
is uncertain about what to do next. In that case, one may
decide to use the second type of diagnostic tests concerning
specific aspects of the error term, and they tell you how per-
haps to modify the model. Examples of such tests are tests
for normality of the estimated error observations; for linear-
ity of the relation between y; and x; against, for example,

a relation between y; and x?

; tests for residual correlation;
and tests for common variance.

Methods to diagnose various different possible deficien-
cies can be constructed using three principles. In some cases
the resultant tests are the same, but in other cases one might
get completely different results. If one is willing to formally
compare two models, where one is the model one started
with and the other is the model which would be adequate
if the first one is not, then one considers a Likelihood Ratio
(LR) test. This phrase already suggests that one compares the
likelihood of the data given the two models. The other two
ideas are the Lagrange Multiplier (LM) principle and the Wald
method. In some cases, it is more convenient to use the LR
method, and in others the Wald or LM method, and this
choice is often guided by the ease of computing parameter

estimates.
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So far, the diagnostic measures have mainly considered
the properties of the estimated errors. However, these mea-
sures can also be used to gain degrees of freedom by deleting
redundant variables from the model. Redundant variables are
those variables that do not seem to contribute to the model
in a relevant way.

Sometimes itis useful to have a single measure of the over-
all quality of the model. This measure of the fit is often taken
to be the coefficient of determination or R-squared. This measure
is constructed to lie between 0 and 1, where 1 is good and O is
bad. A single focus on fit is viewed as too narrow, and hence
in practice one tends to evaluate the model performance not
only on in-sample fit, but also on out-of-sample forecasts.
Obviously, out-of-sample R-squared measures are typically
worse than in-sample. OLS tries to find those 8, and 5 pa-
rameters which maximize the in-sample fit. As this is most
likely not the case for previously unseen data, the out-of-
sample fit is worse. This is not a problem, although of course
the differences should not be too large. If that happens, one
is usually considering an out-of-sample set of observations
which does not match with the model. For example, in a
time series context, a structural break caused by unforeseen

institutional events might occur in the forecasting sample.
Modifications

Once diagnostic tests indicate that the first-guess model is

somehow misspecified, one needs to improve it. The main
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reason for doing so is that when this model lacks impor-
tant variables or makes erroneous assumptions, one can use
whatever fancy estimator one likes, but in many cases the
end result does not make sense.

A first modification strategy assumes that in the case of
misspecification, one might modify the estimator for the key
parameters, which appear in the model part which is well
specified, and in particular the expressions for the associ-
ated standard errors. An example concerns the HAC estima-
tor, where “HAC” means heteroskedasticity and autocorrelation
consistent.

A second strategy builds on the diagnostic test and ex-
amines if a new model can be proposed. For example, take

again
Vi = B+ Baxe + uy, (3.21)

and suppose one finds that there is strong first order auto-

correlation in the estimated errors, that is,
Uy = P1Ui—1 + &;. (322)

Instead of using HAC estimators for 8,, one can also combine

the two expressions into a new model. When

P1Yi—1 = p1B1 + p1BaXxi—1 + prus—1 (3.23)

is subtracted from (3.21), one has

Ye=p1Yi—1 + (1 = p1)B1 + Bax; — p1BaXi—1 + &, (3.24)
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which is called an autoregressive distributed lag (ADL) model.
This model is a restricted version of

Vi =y + oY1 +o3Xs + daXe—1 + &, (3.25)

where imposing ¢4y = —o; @3 leads to (3.24). The model in

(3.25) can also be written as
Vi — Vi1 = oy +as(x; — x_1)

a3+«
+(az—1)(yt_1— .

1—062

Xt_1> + &, (326)

which is usually called an equilibrium correction model (ECM).
In particular this last expression is often used in econometric
modeling of time series data, as it separates immediate ef-
fects of x on y, by the increment variable x; — x;_;, from the
so-called equilibrium-type effects through the linear combi-
nation of past levels, that is,
o3 + 0y
1 -

Xt—1-

Vi-1 —

This elegant model is also the working vehicle if the time
series are trending like the model in (3.17), while they seem
to have the same trend. This last notion is called common

trends or cointegration.
Answering practical questions

The final issue in econometric modeling amounts of course

to answering the question with which it all started. When
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the relevant model is found to adequately summarize the
data, it is time to get back to the question. This question
may have been rather precise, like “is the price elasticity
of ketchup equal to —2?” but in many cases it is not and
the model and the econometrician have to work together.
Remember, though, that whatever the question was, one
can answer only in terms of numbers or statements sur-
rounded by confidence regions.

Some practical questions can get answered with a “yes”
or a “no” (that is, approximately “yes” or “no”) by looking
at one or more parameter estimates. Consider the question
“do the levels of NYSE stock returns have an effect on
the levels of Amsterdam stock returns the next day?”
If one has collected daily data for the last ten years, say, and
one has considered a, most likely HAC corrected, regression
model for y;, then the answer depends on the value of 85 and
its associated standard error. If the value of zero is within a
certain confidence interval, then there is not such an effect.

In other cases, the focus is on out-of-sample forecasting.
The practical questions in these instances usually are quite
clear, like “give five-year ahead forecasts for our coun-
try’s real GDP.” Such forecasting exercises can also be used
to examine the outcomes of various scenarios. The ques-
tion could then be “how does our GDP look like in five
years from now, when tax rates decrease with p per
cent and interest rate levels with g per cent?” Natu-
rally, the model should then include that real GDP somehow

depends on tax rates and interest rates. One can then change
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values of p and ¢, in order to see what can happen in the
tuture. Of course, one has to check that tax rates and inter-
est rates might be affected by past GDP as well, as in that
case one needs to have a multiple-equation model containing
three models with GDP, tax rates, and interest rates on the
left-hand side.

Finally, if the model is meant to be applied on future oc-
casions, too, it can be useful to keep a track record of the
model’s past forecasting performance. How well did it do in
that period, or for this sample? This can be quite informative
as one then learns about systematic deficiencies and omis-
sions. To my knowledge, this is rarely done, unfortunately.

To conclude this chapter, I should say a few words about
the use of the model by someone who did not develop it.
As mentioned before, it is strongly recommended for econo-
metricians to state as clearly as possible how they translated
the question into the model, and which data were used.
Still, it is likely that the end user of the model will not grasp
the full details of this process or (which happens more of-
ten) is not interested in it. One should then be aware that
it is quite likely that the end user will strip away all sub-
tleties in your text and analysis, and will just blindly work
on the final numbers. Indeed, if a manager needs a forecast
in order to know whether a new factory should be built or
not, s/he will not be happy with an econometrician’s state-
ment like “expected sales will be 10 plus or minus 5
with great confidence.” He or she will ask “Well, it is
10 or not?” as “with 10 I will build this factory, but if
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it is 5 I will not.” It is really rather difficult to say what
an econometrician should do in such a case, as one would
be inclined to overshoot the confidence if managers persis-
tently ask for it. However, one should better do not provide
suggested confidence, and stick with the first obtained result
with uncertainty.
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Seven case studies

T his chapter contains a brief discussion of seven empir-
ical questions that have been analyzed using econo-
metric models. As will become clear, these models are not
straightforward regression models, but in one way or an-
other they all amount to extensions. This is done on purpose
to show how econometricians come up with new models
whenever relevant. The discussion cannot follow the stud-
ies literally, but merely suggests topics which are of interest
to econometricians and which involve a combination of a
practical question, data and a model. The papers themselves
contain much more detail, and the summaries here are only
sketches of what is in them. The main focus is on the re-
search question, on the data, and on the model used to an-
swer the questions. There is almost no discussion of related
literature as this can be found in the references cited in the
papers. There are two macroeconomic studies, two market-
ing studies, one financial study, one on politics, and one on

temperatures. These last two are included to indicate that
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other research areas can also consider econometric models

to answer their questions.

Convergence between rich and
poor countries

The question of whether poor and rich countries display
convergence in per capita income levels has been a topic of
much recent concern in applied economics and economet-
rics. Indeed, it is hoped that development programs and in-
creased levels of information flows and international trade
might have a spin-off on economic growth in poorer coun-
tries such that their output and income levels increase per
capita. Of course, such programs likely benefit rich countries
too, but perhaps with smaller increases, and hence coun-
tries may show convergence in the longer run. Hobijn and
Franses (2000) aim to contribute to the literature and to the
available knowledge by trying to answer the question “Do
countries converge in per capita GDP?”

The first issue is of course how one should define “conver-
gence.” This definition heavily depends on how one charac-
terizes the trend in per capita GDP variables. Denote the log
per capita GDP of country i as y;;, t =1, 2,..., T. Without
turther testing or diagnostics, Hobijn and Franses (2000) as-
sume that this variable can be described by a model as in
(3.17). This says that log GDP has a trend, and also that there
is more uncertainty about future values of GDP than would

be the case for the model in (3.18). The relevant academic
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literature suggests two definitions of convergence. Suppose
one has log GDP per capita levels of two countries, denoted
by yi: and y;,;, and consider the disparity variable y; ; — y; ;.
Countries i and j are said to display asymptotically perfect

convergence if
Vit — Yje = B1+ Bat + us, (4.1)
where the error term can be described by, for example,
Uy = P11 + &, (4.2)

under the conditions that 8; =0, f2 =0 and p; <1. In
words this means that y;; —y;; has mean zero and no
trend, while it may have some dynamic evolution over
time. A slightly weaker variant of this definition is asymp-
totically relative convergence, in which case y;; —y;, can be de-
scribed by the same equations, but now 8; does not have
to be zero. In words this means that two countries show a
nonzero difference in their growth paths, but they do not
diverge.

Once convergence has been defined, one can have a look
at possible data, where in this case one may assume that GDP
is approximately properly measured. Again it turns out that
the question needs further refining, as one needs to decide
on the relevant countries. As the issue of international con-
vergence usually involves comparing rich and poor coun-
tries, one needs to consider data on many countries in the
world. Luckily, there are the so-called Penn World Tables

(see Summers and Heston, 1991) and various updates, and
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these contain annual data on a variety of variables for about
each country in the world.

Having access to so many data raises the question of how
one can evaluate convergence for all possible pairs of coun-
tries, and how one should then report on all these results.
One way to solve this might be to create clusters of countries
within which the countries show convergence and across
which there is convergence. Hobijn and Franses (2000) de-
velop a method for that. The main focus of that test is
that one wants to examine whether the conditions ; = 0,
B2 =0 and p; <1 hold for two or more countries at the
same time. Next, one can see how many countries are in
how many clusters. Suppose one found just a single clus-
ter, then one can say that all countries converge. When one
found that all countries are in their own cluster, one can say
that there is no convergence at all.

The first line in table 4.1 gives the main results for asymp-
totic relative convergence. There are 116 countries involved
in the analysis of real GDP per capita, as for several coun-
tries there were not enough data. It is found that there are
68 clusters, which obviously is quite large and perhaps a
disappointing number. The size of the largest cluster is five
countries. This finding suggests that there is not much con-
vergence going on, and hence the answer to the question
seems to be “no.” It is a little difficult to say whether there
is no convergence with some degree of confidence, which
is caused by the use of many statistical tests needed to form

the clusters. One way to get some confidence in the overall
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Table 4.1. Clusters of countries for various indicators of living
standards®

Indicator Countries  Clusters  Size of largest cluster
Real GDP per capita 116 68 5

Life expectancy 155 103 4

Infant mortality 150 95 5

Daily calorie supply 160 67 7

Daily protein supply 159 62 6

Note:

9This table is based on table 4.3 from Hobijn and Franses (2001).

outcome is to redo the whole analysis while allowing for var-
ious significance levels. Upon doing that, Hobijn and Franses
(2000) find that the answer stays “no.”

One may now wonder whether perhaps there is not much
convergence in GDP, but maybe there is in other indica-
tors. Indeed, GDP mainly measures income, but it is per-
haps not informative for living standard indicators like life
expectancy and infant mortality. To see whether this is the
case, Hobijn and Franses (2001) seek to answer the question
“Do countries converge in living standards?” Again the
Penn World Tables are used, and owing to differences in data
quality there are different numbers of countries involved in
the analysis. From the second panel of table 4.1, one can
see that the convergence results for life expectancy, infant
mortality, daily calorie supply, and daily protein supply are
qualitatively similar to those of GDP - that is, there is not

much evidence of world-wide convergence.
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Direct mail target selection

The previous example study had a clear-cut purpose, and it
was also pretty clear which data one could and should use.
This is not always the case, and in fact it may sometimes be
rather complicated. An example is the selection of targets
(that is, individuals) for direct mailings (see Donkers et al.,
2001). Imagine a charitable organization which sends let-
ters to prospective donors with the invitation to donate to
charity. An important question is now “who shall receive
a letter?” This is a pretty general question, but in prac-
tice it is rather difficult to answer. First of all, one needs to
have an idea of what the organization aims to achieve. It can
be profits, it can be donation size, but it can also be building
up a long-term relationship. Secondly, the organization can
evaluate the success of their mailing strategy only for those
individuals who do get a letter. Indeed, anyone who does not
receive such a letter will not respond and donate. The list of
those who do get a letter is usually based on their past behav-
ior. For example, the charitable organization collects data on
(1) the average donation of individuals in previous rounds
of mailings, on (2) the number of times individuals have
responded in the past, and on (3) whether they responded
to the most recent mailing. Hence, there is a possibility here
that quite an unbalanced data set gets created, in the sense
that for all individuals all past information is not available.
This clearly illustrates the notion of sample selection. An anal-

ysis of those individuals who did donate, while neglecting
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the fact that they do not constitute a random sample, gives
flawed outcomes.

Part of the analysis in Donkers et al. (2001) concerns the
question “what characterizes individuals who did do-
nate to charity?” To be able to answer this question, one
can analyze a sample of all individuals who received a mail-
ing. For those individuals one can observe whether they
responded to the mailing by donating (so, “yes” or “no re-
sponse”) and the amount of money they donated if they
did so. Hence, the monetary value of donation is zero for
those who did not donate. In econometrics jargon, it is said
that the donation size is a censored variable. Letting y; de-
note the variable of interest, which is the donated amount,
and letting r; denote whether an individual responded or
not, one can think of the following model for donation,
where I use only a single explanatory variable x; for no-
tational convenience. First, one can specify a probit model
for r; as in (3.16), where the probability of response is a
function of x;.

Next, one can specify a regression model for y; where
r; = 1 while it is assumed that y; = 0if r; = 0. This model is
called a tobit model, and it is frequently used in econometrics.
The key issue of this model is that it zooms in on the relation
between y; and x; while correcting for the possibility that y;
is censored. Hence, the mechanism that generated the miss-
ing data on y; is also modeled. A further aspect of the model
is that it can permit the effects of the explanatory variable

to differ across the two equations. In words, it allows, for
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Table 4.2. Estimation results for a model consisting of an equation
for response and one for gift size®

Variable Response equation  Gift size equation

Average donation —0.157 (0.029) 0.897 (0.010)

Number of mailings 1.544 (0.107) 0.202 (0.039)
responded to in the past

Response to previous —0.069 (0.043) —0.038 (0.021)
mailing (yes = 1)

Note:

9This table is based on table 4.1 from Donkers et al. (2001),
version 2. The numbers in parentheses are standard errors.

example, for the possibility that people who donated large
amounts may donate infrequently, while once they donate
they will donate a lot.

Among other things, Donkers et al. (2001) apply this
model to a random sample of 900 donors to a Dutch chari-
table organization, and an excerpt of their results is given in
table 4.2. This table shows the parameter estimates for three
explanatory variables on response and on gift size. The num-
bers in parentheses are their associated standard errors and
these indicate that most parameters are significant at the
5 per cent level. What is evident from the estimation results
in table 4.2 is that the size and sometimes the sign of the
parameters suggests that it was wise to allow for different
effects of explanatory variables across the two model equa-
tions. And, as conjectured above, the effect of average do-
nation is indeed negative in the response part of the model,

while it is positive in the donation part.
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How can one use these estimation results for future tar-
geting? One simple strategy would be to take all individuals
in the database, and compute the probability of response
and the subsequent donation given response. Hence, one
can compute the expected gift size for each individual in
the database. Next, these can be ranked and one may decide
to send mailings in the next round only to those individuals
who are ranked highest, as is often done in practice. A major
complication here, however, is that the next round sample
is not random any more. Donkers et al. (2001) provide a

solution to this problem.

Automatic trading

The previous two examples did not rely heavily on economic
theory, so perhaps it is nice to have one now. A practical
question that is of interest in empirical finance is “does
the introduction of automatic trading systems reduce
transaction costs?” and to get an answer to it one may par-
tially rely on relevant economic theory. To seek an answer
to this, at least for a specific case, Taylor et al. (2000) con-
sider observations at the minute frequency for futures prices
of the FTSE100 index and the spot level of the FTSE100
index. Data were collected before and after the introduc-
tion (on October 20, 1997) of an automatic trading system,
called SETS. Owing to the costs involved, it was decided to
cover a period of about three months with the introduc-
tion of SETS in the middle. As the data are available at the
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minute level, something like over 26,000 observations are
available.

The key issue is now how these transaction costs and po-
tential differences over time can be captured in an econo-
metric model, given that transaction costs cannot be ob-
served. Hence, the final econometric model should contain a
variable or a parameter which somehow measures the band-
width of transaction costs. For that purpose, the authors rely
on the theoretical cost-of-carry model. Staying close to the no-
tation in Taylor et al. (2000), I use the following symbols.
Denote F; as the futures price and S; as the spot price, and r
as the risk-free interest rate, § as the dividend yield on the
asset and T —t as the time to future of the contract. The cost-
of-carry model says that, under no-arbitrage conditions and

no transaction Ccosts,
F, = S;em=0)(T=0), (4.3)

Suppose there are proportional transaction costs, denoted

by ¢, then there will be arbitrage activity when

Bt -7 <l-c¢ (4.4)
St

or %e“r—‘sw_” >1+4c, (4.5)
t

where c is usually small. As such activity may have a delay

of d periods, there are arbitrage opportunities at time ¢ when

|zi—q| = |log Fy —log S; — (r — 8)(T —t)| = c, (4.6)
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assuming that cis small such thatlog (1 + ¢) is approximately
equal to ¢. This notion will be taken on board in the econo-
metric model.

If there are arbitrage opportunities, then the variable in
(4.6) could have predictive value for futures and spot prices.
However, the same equation also says that such opportuni-
ties are prevalent only above a certain threshold, implying
that an effect of z,_; on F; or S, is not linear but is present
only when z;_; exceeds c. This suggests that a possibly useful
model is the multiple-equation model

log Fy —log Fi 1 = Br.s + Ba.szi-aF(zi—a) + 10 (4.7)
log Sy —log Si—1 = Bis + Baszi—a F(zi—a) + €2+, (4.8)

where F(.) is a nonlinear function. Given that c is unknown,

one may choose to specify this function as
F(zi—giy) =1 — e 7, (4.9)

where y is positive. When z;_, is large, F(.) gets closer to 1,
and when z;_; approaches zero, F(.) does, too. The value of
y determines how fast this transition goes. A small value of
y indicates that the bandwidth of (—¢, 4c¢) can be large to
give the same F(.) values, which can perhaps be best under-
stood if one makes a graph of the function in (4.9), while
a large value of y suggests a smaller range. Hence, the y
parameter is key to the examination of data before and after

the introduction of the automatic trading system.
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Table 4.3. Testing whether transaction costs are different®

Frequency Delay is 1 Delay is 2
1 minute 0.10 4.00
2 minutes 2.81 3.44
Note:

9This table is based on table 4.5 from Taylor et al. (2000).
The numbers are t-test values to see if Yqfter — ¥ before
equals zero.

The above model can now be used to see whether the y
parameter has been constant over time. The empirical work
concerns finding a suitable value for 4 and thinking about
the optimal sampling level. Taylor ef al. (2000) report the
results for a variety of these values. For one-minute data
they find y values of 0.33 and 0.34 at 4 = 1 and 0.15 and
0.72 at d = 2 for before and after the introduction of SETS,
respectively. For the two-minute data they get 0.14 and 0.33
atd = 1and 0.22 and 0.99 for d = 2, respectively. In all four
cases the y parameter for the second period takes the high-
est value. In table 4.3, I summarize the f-ratios concerning
the constancy of y over time. Clearly, it seems that this hy-
pothesis can be rejected in three of the four situations, as
the t-values are significant at the 1 per cent level.

In sum, the practical question whether the introduction
of an electronic trading system reduces transaction costs
gets answered with a “yes.” Of course, the study in Taylor
et al. (2000) amounts to only a single financial market, and

hence no generalizing statements can be made. On the other
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hand, it gives a good example of the interplay between eco-

nomic theory, a practical question, detailed data, and a well-

motivated econometric model.

Forecasting sharp increases in
unemployment

The next question concerns a rather old and very chal-

lenging issue as it has to do with economic recessions and

expansions. Consider the graph in figure 4.1, which gives

the time series observations for monthly unemployment
for January 1969 to December 1997 for the USA. The data
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Figure 41 Monthly US total unemployment rate (January 1969 —
December 1997, on the horizontal axis), where the data (on the
vertical axis) have been transformed by taking natural logs.
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concern the total unemployment rate and they have been
seasonally adjusted. The data are transformed by taking the
natural logarithm.

The most noticeable feature of the data in this graph is
that unemployment has a tendency to go down over long
stretches of time, perhaps towards some fixed but unknown
natural level, while sometimes the series is lifted upwards.
The periods in which unemployment experiences sharp in-
creases are often defined as recessions, and the other periods
as expansions. Of course, recession periods usually depend
on more than one variable, and not just on unemployment.
From figure 4.1 one can also see that increases in unem-
ployment (luckily) last for only a few months to perhaps a
year or so, and that the periods in which unemployment has
a tendency to go down last much longer. This suggests that
the variable displays asymmetric behavior.

What seems to be rather relevant for policy makers is to
have some idea when a new period of increasing unemploy-
ment has started. Hence, it would be useful to know whether
the economy is in a recession or not. Even more, one would
want to be able to forecast the first recession observation.
So, a practical question would be “Is it possible to pre-
dict sharp increases in monthly unemployment?”

To answer that question, Franses and Paap (2002) put
forward a new econometric model, which is in fact mainly
motivated by the graph in figure 4.1. This model rests on the
idea that unemployment can be described by a time series

model, while the variable once in a while experiences shocks
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which cause the level of the series to be lifted upwards. This
does not always happen, but only under adverse economic
conditions. Hence, such conditions would predict that pos-
itive increments to unemployment can happen. The main
issue here is of course that it is difficult how to define the
unobservable “adverse conditions” variable. One way out is
to assume that a linear combination of relevant economic
variables has predictive value for this unobserved variable.
For example, one may believe that when an increase in the
oil price plus a decrease in industrial production exceeds
some number, such an adverse condition is happening.

A model to describe this kind of features is what is called
a censored latent effects autoregressive model (CLEAR) for

a time series y;. An example is
Y= p1+ P2Yi-1 + Vi + &, (4.10)

with |p,| < 1 and where &; ~ N(0O, 03) and v; is a censored
latent variable (measuring the adverse conditions). One can

now choose to consider

B+ Boxe +u it Br + Paxi +ur > 0
v = ' (4.11)

0 it 1+ Baxi +u, <0
with u, ~ N(0, 02), and x, an explanatory variable (which
can also amount to a linear combination of a few variables).
This model allows for a time-varying effect of the explana-
tory variable x;. The variable v; is 0 unless 8, + B,x; exceeds
a threshold level —u;, where u; is a normal random vari-

able. When the threshold is exceeded, v; takes a positive
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value and the downward movement is disrupted by addi-
tional positive shocks. By allowing o2 # 0, Franses and Paap
(2002) introduce additional uncertainty as to whether lin-
ear combinations of explanatory variables have a positive
effect.

Franses and Paap (2002) consider the CLEAR model for
the monthly unemployment data in figure 4.1. As x, vari-
ables, they use (in the first but unpublished version of their
paper) monthly seasonally adjusted US industrial produc-
tion, the oil price in dollars deflated by seasonally adjusted
US CPI, the Dow Jones index, and the difference between
the ten-year and three-month interest rate. The inclusion of
all these variables is motivated by economic considerations.
The data are obtained from the internet site of the Federal
Reserve Bank of St. Louis except for the Dow Jones index,
which is taken from Datastream. The last variable might be
a good predictor for turning points.

The estimation period is 1969.01-1997.12. Denote y; as
the log of the unemployment rate. As explanatory variables,
Franses and Paap (2002) decide to use changes in the real
oil price, denoted as Aop;, the difference between the long-
term and short-term interest rate, r;,, returns on the Dow
Jones index, Ad;, and growth in industrial production, Ai;.

Its parameter estimates are

§1 = 0.016+0.896, 1+0090y[ >+ max (0, %) + &,
(0.013) (0.055) 0.056)
(4.12)
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with

¥, = 0.015 — 1.086Ai;_5 — 0.0137;_9

(0.007) (0.318) (0.004)
+0.072A0p,_10 — 1 179Ad, 7 +u,  (4.13)
(0.045) 082)

where standard errors are given in parentheses. The con-
structed model is rather parsimonious, as there are only ten
parameters in the model for many monthly data.

The coefficients of the explanatory variables in the cen-
sored regression (4.13) have the expected signs. Negative
growth in industrial production, negative Dow Jones re-
turns and a negative difference between long- and short-
term interest rates increase the probability of a positive v; in
(4.12) and hence of a sudden increase in the unemployment
level. The same applies to an increase in the real oil price.
Owing to the time lags, the model might be used for out-of-
sample forecasting, and Franses and Paap (2002) show that
the model indeed works well.

Modeling brand choice dynamics

One of the key performance measures in marketing is sales,
and in particular when it is taken relative to sales of competi-
tors, that is, market shares. Market share is usually measured
over time. The cross-section equivalent of market share is
brand choice. A typical data set in marketing concerns mea-

surements over time of households who purchase brands,

—+ 97—



A Concise Introduction to Econometrics

while the characteristics of all brands are recorded. Exam-
ples of these characteristics are the shelf price, an indicator
variable whether a brand was on display and an indicator
variable whether a brand was featured in a store magazine.
Sometimes one also knows characteristics of the households,
like household size, income level, purchases of other goods,
and so on. The data allow various firms to monitor the ef-
fects of their marketing efforts, like pricing or promotion
strategies.

An important question that managers might have is
whether the marketing efforts have only short-run effects
on brand choice — that is whether people switch due to a one-
time display, or whether there are also effects in the longer
run —that is, people might switch once and for all. Hence, the
relevant practical question might be “are there any long-
run effects of marketing efforts on brand choice?” This
seems like an easy question, but answering it is not. A first
reason is that individual characteristics, like family size and
shopping behavior, are not fully informative for the atti-
tudes, opinions, and experiences which drive brand choice
behavior. Hence, one needs somehow to incorporate het-
erogeneity, which is unobserved.

A second important notion is that a brand choice vari-
able is discrete. If a household can choose between two
brands, one can consider the probit model discussed earlier,
as two brands can be translated into brand A and not brand
A (hence brand B). Where there are more than two brands,

one can extend this model to allow for more than two choice
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options. To model discrete brand choice, one can introduce
a latent variable, which measures a preference, which in the
end results in a choice. An example of a latent variable is
utility. Assume that a household perceives utility U;; if it
buys brand j at purchase occasion ¢, and that this utility de-

pends on an explanatory variable like
Uj: =ﬂ1,j+,32Xj,t+8j,t, (4.14)

where ¢, is an unobserved error term. The variable x;; can
be the price of brand j at purchase occasion ¢. Furthermore,

assume that this household chooses brand j
Uj: > Up,y for m # j, (4.15)

which says that the utility of brand j exceeds that of all other
brands. Obviously, one only observes the actual purchase.
Define the variable d;, with d; = jif a household buys brand

j at purchase occasion ¢. Given (4.15), one has that
Pl‘ [dl = ]] = Pr [Uj,t > Ul,l‘v ey Uj,t > U‘]y[], (416)

excluding j itself. Naturally, this probability depends on the
assumptions about the distribution of ¢ ,. One option is that
€1t ..., &y are jointly normally distributed, which then re-
sults in a multinomial probit model.

An important issue is identification, which is perhaps eas-
iest understood for a probit model for a two-brand case.
When one chooses brand A4, then one automatically does
not choose brand B. Hence, the choice for A can be driven

by, say, the price difference between A and B, and therefore
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the price levels of A and B are not relevant. The same argu-
ment holds for the choice between more than two brands.
Asbrand choice is fully determined by utility differences, de-
fined by (4.16), it is conventional to measure utility relative
to some benchmark brand J to identify the model parame-
ters. One therefore considers
Ut = Use=Brj — Brs+ Ba(Xje — Xy1) + €0 — €4
(4.17)
Hence, a household chooses brand j if U;;—U;, is the
maximum of the relative utilities unless all relative utili-
ties are smaller than zero, which corresponds to choosing
brand J.

In order to set up a model that permits an analysis
of potentially different short-run and long-run effects of
Xj:, the model in (4.17) needs one further round of re-
fining. Paap and Franses (2000) propose using the equi-
librium correction model again, which gives long-run and
short-run parameters. They use this model for US data on
3,292 purchases across four brands of salted crackers of
136 households over a period of two years, including brand
choice, actual price of the purchased brand and shelf price
of other brands, and whether there was a display and/or
newspaper feature of the considered brands at the time of
purchase.

The parameter estimates in table 4.4 give an insight into
the potential of the dynamic model. The price parameters
are all about equally large, and the same holds true for

the parameter for the feature variable. However, in a model
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Table 4.4. Dynamic effects of marketing instruments on brand
choice®

Variable Static model Equilibrium correction model

Long-run parameters

Display 0.05 (0.07) 0.35(0.16)
Feature 0.27 (0.12) 0.45 (0.24)
Price —1.81 (0.36) —1.96 (0.53)
Short-run parameters

Display 0.08 (0.08)
Feature 0.31 (0.09)
Price —2.38 (0.33)
Note:

9This table is based on table 4.2 from Paap and Franses (2000).
The static model is given in (4.17), and the equilibrium correction
model is (3.26). The static model assumes that there are no
dynamic effects of marketing instruments. The cells contain the
parameter estimates and their associated standard errors are given
in parentheses.

without dynamics, the effect of display is not significant at
the 5 per cent level, while it does seem to have long-run
effects (0.35) in the dynamic model. Hence, displays may

generate long-run effects.

Two noneconomic illustrations

The above five studies were all concerned with practical eco-
nomic questions, but many econometric models can also be
used for answering noneconomic questions. In this section

I will mention two recent ones.
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Undecided voters

Eisinga, Franses and Van Dijk (1998) seek to capture the
salient features of weekly data on the percentage of unde-
cided voters (see figure 4.2). This graph shows the percent-
age of individuals who fail to mention a party when they
face the question “which party would you vote for if
elections were to be held today?” The data originate
from weekly surveys among about 1,000 individuals in The
Netherlands, and there is a total of 921 weekly data points.

As is clear from this graph, undecided voters constitute a
substantial part of the respondents, in some periods as large
as 35 per cent. Hence, if they all voted for the same party,
that party would almost surely win the elections.

As can be seen from the graph in figure 4.2, the time series
pattern of this variable is far from constant. There are peri-
ods with a tendency for the variable to increase, and there
are sharp decreases. The decreases seem to correspond with
periods of elections, indicated in the graph by circles, cubes,
triangles, and diamonds for National Parliament, European
Parliament, Provincial States, and City-Councils, respec-
tively. Hence, it seems that closer to elections people be-
come more aware, and once the election is over they become
more undecided, until new elections are coming up, which
lead to a sharp decrease. The obvious and relevant ques-
tion for politicians and their public relations departments is
“do people make up their minds around elections?”
where a relevant second question is whether “would there

be differences across the types of elections?”
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To be able to answer these questions, Eisinga, Franses and
van Dijk (1998) consider a variable ¢ which measures the
number of weeks before the next election, and introduce
a parameter v, which should indicate a change after which
voters become less undecided. A simple way to describe that

is by a model like

B2

yz=ﬂ1+m

+ & (4.18)

When y is large and positive, and ¢ exceeds 7, the average
value of y; approaches 8; 4+ 8,, while when ¢ is smaller than
7, its average value is 8,. In this particular application, one
would expect B, to have a negative value, as y; denotes
the percentage of undecided voters. In its bare essence, the
model in (4.18) is what is called an artificial neural network
model.

For the particular question, the model in (4.18) needs to
contain four of these switching functions as there are four
types of elections. The primary focus is on the estimated
value of t. Eisinga, Franses and van Dijk (1998) report that
this threshold parameter is 9 for National Parliament and
just 1 for Provincial States elections, among other results.
Hence, undecided voters gradually start to make up their

minds nine weeks before the national elections.

Forecasting weekly temperatures
Another example of an econometric model for a noneco-

nomic question is the following. Consider the graph in
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Figure 4.3 Weekly temperatures (in degrees centigrade) in The

Netherlands (1961-1985), plotted against the week of observa-

tion, from the first week of February to the last week of January.
The straight line measures the weekly average over the years.

figure 4.3, which contains the 52-weekly average temper-
atures in The Netherlands for 1961-1985, where the first
and the last week may contain more than seven observa-
tions. The graph contains dots on imaginary vertical lines,
where these lines correspond with weeks. The solid line in
the graph is an estimate of the average intra-year pattern.
The dots around this line suggest that the spread of
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temperatures is larger in the winter than in the summer.
Hence, the variance is larger by then. What is not clear from
the graph is whether these spreads are correlated over time.
If that were the case, one would want to have a forecasting
model which allowed for time-varying uncertainty around
the forecasts, that is, time-varying confidence intervals. In
sum, an interesting question here is “is forecast uncer-
tainty for weekly temperatures constant throughout
the year?”

To answer this question, Franses, Neele and van Dijk
(2001) put forward the following model for weekly tem-

peratures y,
ye=m1+ 2T+ ws TP + pryier + & (4.19)

where T;is 1, 2,...,52, 1, 2,..., 52,..., and so on, and
where

& ~N(0,07), (4.20)

with

o =) + 0Ty + 03T + el + Bo . (4.21)

In words, this model makes this week’s temperature depen-
dent on a seasonal pattern pu; + u>T; + 13772, and on last

week’s temperature (y,—;). Next, this model assumes that
the variance of the error term is not constant over time (see
(4.20)). The way this variance develops over time is given
in (4.21), which says that there is a fixed seasonal pattern

given by w1 + w,T; + w3 th, and that there is dependence
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Table 4.5. Parameter estimates for a GARCH model for
weekly temperatures®

Temperature equation

"1 —0.42 (—1.60)
2 6.53 (15.28)
"3 -1.30 (—16.40)
£1 0.54 (22.44)
Forecast variance equation

1 0.35 (1.09)
) -0.37 (=2.01)
w3 0.11 (3.21)
a 0.01 (0.49)
B 0.94 (26.12)
Note:

9The model is given in (4.19), (4.20), and (4.21). This
table is based on table 4.1 from Franses, Neele and
van Dijk (2001). The numbers in parentheses are t-values.

on the error in the last week, ¢2 |, and on the variance in
the last week, that is, at{ - The model in (4.21) is called a
GARCH model in econometrics jargon, and it is wildly pop-
ular in empirical finance (see Engle, 1995, and Franses and
van Dijk, 2000).

The estimated model parameters are given in table 4.5.
Judging by the values of the t-ratios, it is clear that there is
indeed seasonality in the variance and that the previous vari-
ance has substantial predictive value for this week'’s variance
of the error term. Hence, the question can be answered “neg-
atively,” and out-of-sample forecast uncertainty depends on

the season and on what happened in the previous weeks.
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Conclusion

n this book I have aimed to introduce econometrics in
I a non-condescending way. Chapter 4 contained some
case studies which should indicate that the main ideas in
chapters 2 and 3 shine through present-day applied econo-
metrics. I decided to choose some of these studies to suggest
that there is a straight line from understanding how to han-
dle the basic regression model to handling regime-switching
models and a multinomial probit model, for example. The
illustrations were also chosen in order to show that seem-
ingly basic and simple questions sometimes need more in-
volved tools of analysis. The same holds for plumbers and
doctors who face apparently trivial leaks or diseases, while
the remedies can be quite involved. This should not be seen

as a problem, it should be seen as a challenge!
Always take an econometrics course!

A natural question that one can ask is whether one needs

all these econometric tools to answer typical questions. The
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answer to this depends entirely on what one wants to do
and say. If one is happy with the answer that two coun-
tries converge in output because one observes that two lines
seem to approximate each other, then that is fine with me.
To me it sounds like the plumber who says that there is
a leak and then leaves. In other words, if one wants to
get a bit of understanding of how things happen - and
more importantly, how much confidence one has in certain
statements — then one should definitely take a course in
econometrics.

A second reason why one might want to take a class in
econometrics is that it allows one to become critical towards
what others do. There are many consultancy firms and sta-
tistical agencies that make forecasts and tell you that your
policy will have such and such an effect. Well, how reliable
are their findings? And, which assumptions did they make
which may possibly have affected their final conclusions?
And, how did they put the practical question, together with
any data, into an econometric model? Could their choice
for the model possibly have influenced the outcome of their
empirical work?

Finally, the possibility of having lots and lots of data, in
particular in such areas as finance and marketing, allows one
to seek confirmation of prior thoughts or answers to ques-
tions by analyzing the data through an econometric model.
There is an increasing use of econometric models and in the

future this will become even more prevalent.
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A Concise Introduction to Econometrics

Econometrics is practice

Econometrics is a highly enjoyable discipline. It allows prac-
titioners to give answers (with some degree of confidence) to
practical questions in economics and beyond. The nomen-
clature and notation may sometimes look daunting, but this
is merely a matter of language. Indeed, some textbooks get
lost in highlighting technical details and sometimes tend to
lose track of what it is really all about.

The best way out seems to be to use many empirical exam-
ples to illustrate matters and to clearly separate out the more
esoteric (though not necessarily irrelevant!) topics from the
down-to-earth practical work. Econometrics is not just the-

ory, it is above all practice.
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applied econometrics, 2
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Bayesian method, 70
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model, 95
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common trends, 77
consistency, 19
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data
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distribution of, 14
imputation of, 59
missing, 57
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sample mean of, 18
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data generating process (DGP),
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distribution (cont.)
prior, 71
standard normal, 16, 25, 64
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econometric model, 4, 5, 9, 21,
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multiple-equation, 79
Parsimonious
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econometric theory, 2
efficient market hypothesis,
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equilibrium correction model
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estimate, 24
estimator, 24
asymptotic behavior of, 29
bias of, 19
consistent, 28
efficiency of, 29
HAC, 76
rate of convergence of, 28
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expectation, 19
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first-order autoregressive model,
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forecasting, 6, 23, 32

GARCH model, 107
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generalized least squares, 69

influential observation, 61

linear regression model, 11, 22,
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error term in, 23
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long run, 43
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formula, 30
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estimation of, 5, 14, 36, 62
identification of, 99
intercept, 22
robust estimation of, 61
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probability density function
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probit model, 64, 98
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significant at the 5 per cent level,
4,27

sample selection bias, 60

sample variance, 25

standard deviation, 17

standard error, 25

structural breaks, 53
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t-ratio, 25
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unit root, 40, 66 explanatory, 22
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